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1. Introduction

This document describes how to install the Oracle® Communications Diameter Signaling Router
Subscriber Data Server (SDS) within a customer network. It makes use of the Platform 8.3 network
installation and is intended to cover the initial network configuration steps for a SDS/Query Server NE,
and a SOAM/DP (Blade) NE for production use as part of the DSR 8.3 solution. This document includes
switch configuration (Cisco 4948E-F) and validation of the initial SDS configuration. This document only
describes the SDS product installation on the HP DL380 Gen8 and Gen9 deployed using Cisco 4948E-F
switches. It does not cover hardware installation, site survey, customer network configuration, IP
assignments, customer router configurations, or the configuration of any device outside of the SDS
cabinet. Users needing familiarity with these areas of interest should refer sources cited in Section 1.1,
References.

1.1 References

[1] DSR C-Class Hardware and Software Installation Part 1

[2] DSR Software Installation & Configuration Procedure 2/2

[8] HP Solutions Firmware Upgrade Pack Release Notes, (2.2.12 or higher)
[4] Tekelec Platform Configuration Guide

[5] Platform Management and Configuration Guide

[6] TPD Initial Product Manufacture Software Installation Procedure, Latest Revision

1.2 Acronyms

An alphabetized list of acronyms used in the document.

Table 1. Acronyms

Acronym Description

DL Data Link

DP Data Processor blade

DR Disaster Recovery

DSR Diameter Signaling Router

HP Hewlett Packard

IEEE Institute of Electrical and Electronics Engineers
IMI Internal Management Interface

ISL Inter-Switch-Link

NAPD Network Architecture Planning Document

NE Network Element

NOAM Network Operations, Administration & Maintenance
iLO HP Integrated Lights-Out

IP Internet Protocol

IPM Initial Product Manufacture

POC Point of Contact
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Acronym Description

SDS Subscriber Data Server

SOAM Systems Operations, Administration & Maintenance
TPD Tekelec Platform Distribution (Linux OS)

usB Universal Serial Bus

VIP Virtual IP

XMI External Management Interface

XML Extensible Markup Language

1.3 Assumptions

This procedure assumes the following;

e The user has reviewed the latest Network Architecture Planning Document (NAPD) and has received
assigned values for all requested information related to SDS, Query Server, SOAM, and DP
installation.

e The user has taken assigned values from the latest Customer specific DSR Network Planning
document and used them to compile XML files (see Appendix E) for each SDS and SOAM site’s NE
before attempting to execute this procedure.

e The user conceptually understands DSR topology and SDS network configuration as described in the
latest Customer specific DSR Network Planning document.

e The user has at least an intermediate skill set with command prompt activities on an Open Systems
computing environment such as Linux or TPD.

e All SDSs were IPM’ed with TPD Platform 7.6 of correct version as described in [6].

1.4 XML Files

The XML files compiled for installation of the each of the SDS NOAM and SOAM site Network Elements
must be maintained and accessible for use in Disaster Recovery procedures.

If engaged by the customer, the Oracle Consulting Services Engineer will provide a copy of the XML files
used for installation to the designated Customer Operations POC.

The customer is ultimately responsible for maintaining and providing the XML files to Oracle’s Customer
Service if needed for use in Disaster Recovery operations.

1.5 How to Use This Document

Although this document is primarily to be used as an initial installation guide, its secondary purpose is to
be used as a reference for Disaster Recovery procedures.

When executing this document for either purpose, there are a few points which help to ensure that the
user understands the author’s intent. These points are as follows;

1. Before beginning a procedure, completely read the instructional text (it will appear immediately after
the Section heading for each procedure) and all associated procedural WARNINGS or NOTES.

2. Before execution of a STEP within a procedure, completely read the left and right columns including
any STEP specific WARNINGS or NOTES.

If a procedural STEP fails to execute successfully, STOP and contact Oracle’s Customer Service for
assistance before attempting to continue. See Appendix L My Oracle Support (MOS), for information on
contacting Oracle Customer Support.
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Figure 1 shows an example of a procedural step used in this document.

e Any sub-steps within a step are referred to as step X.Y. The example in Figure 1 shows steps 1
through 3, and step 3.1.

e GUI menu items, action links, and buttons to be clicked on are in bold Arial font.
e GUI fields and values to take note of during a step are in bold Arial font.

e Where it is necessary to explicitly identify the server on which a particular step is to be taken, the
server name is given in the title box for the step (for example, “ServerX” in step 2 Figure 1).

Each step has a checkbox the user should check to keep track of the progress of the procedure.
The Title column describes the operations to perform during that step.

Each command the user enters, and any response output, is formatted in 10-point
Courier font.

Title Directive/Result Step
1. | Change directory Change to the backout directory.
U ‘ $ cd /var/TKLC/backout ‘
2.| ServerX: Connect | Establish a connection to the server using cu on the terminal server/console.
[]| to the console of

the server ‘ $ cu -1 /dev/ttyS7 ‘
3. | Verify Network View the Network Elements configuration data; verify the data; save and
[]| Element data print report.

3. Select Configuration > Network Elements to view Network Elements
Configuration screen.

Figure 1. Example of a Procedure Steps Used in This Document
2. Pre-Installation Setup

2.1 Installation Prerequisites

The following items/settings are required in order to perform installation for HP DL380 based SDS HW:
e Alaptop or desktop computer equipped as follows:
e 10/100 Base-TX Ethernet Interface
¢ Administrative privileges for the OS
e An approved web browser (currently Internet Explorer 10.x or 11.x)
e An IEEE compliant 10/100 Base-TX Ethernet Cable, RJ-45, Straight-Through
e USB flash drive with at least 1GB of available space
e TPD “root” user passwor
e TPD “admusr” user password

Note: When using the iLO for SSH connectivity, supported terminal Emulations are VT100 or higher (for
example, VT-102, VT-220, VT-320).
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2.2 Physical Connections

A connection to the VGA/keyboard ports on the HP DL server rear panel or a connection to the iLO is
required to initiate and monitor the progress of SDS installation procedures.

T N N o™
o4 i o

e

S1 S2 S4 Wl w W
— L
\ J 7 N

Quad-Serial cable

Figure 2. HP DL380 Gen8, DC (Rear Panel)

ETH .| use-1

ETH
USB-0 SDS A 01 02 03 04

PCl Stots (Slotf: 1-3 top to bottom, riser shipped standard)

. PCl Siots (Slofs 4-6top to bottom, requires second rises Internal 4-Port NIC
C e - Ethernet Ports

Eth01-Eth04

3. 9 HPE Ethernet 1GB 4-port
% 331FLR Adapter (Flex g
LOM) eth05-eth08

= = =]

Power supply Power connection
HP Flexible Slot Power Supply bay 2 (B00w shown)
9.  Power supply Power LED
10. Power supply Power connection
11, VGA connector
12. Embedded 4 x 1GDE Network Adapter
13, Dedicated iLO connector
14, USB 3.0 connectors (2)
15. UnitIDLED

16. Optional Fiexablel OM parts (Shown: 4 x 1GbE)

Figure 3. HP DL380 (Gen9), DC (Rear Panel)
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2.3 Access Alternatives for Application Install

This procedure may also be executed using one of the access methods described below:

One of the Access Methods may | pMethod 1. VGA Monitor and PS2 Keyboard.
be used to initiate and monitor the :

SDS installation. Method 2. Laptop + epiphan |, . uss switch.
Note: Methods 3 and 4 may only http://www.epiphan.com/products/frame-
2?1 ?Lsgtihc;r; t?azl_bseseonw'th grabbers/kvm2usb/
previously configured with Method 3. iLO VGA Redirection Window, IE8 (or IE9 with
a statically assigned IP Document Mode “IE8 Standards”), Ethernet cable
address. It is not intended (See Appendix A).
for use with a new, out-of- | Method 4. iLO access via SSH, terminal program, Ethernet
the-box server. cable.

2.4 Activity Logging

All activity while connected to the system should be logged using a convention which notates the
Customer Name, Site/Node location, Server Hostname, and the Date. All logs should be provided to
Oracle Communications for archiving post installation.

Note: Parts of this procedure will utilize a VGA Monitor (or equivalent) as the active terminal. It is
understood that logging is not possible during these times. The user is only expected to provide
logs for those parts of the procedures where direct terminal capture is possible (i.e. SSH, serial,
etc.).

2.5 Firmware and BIOS Settings

Before upgrading the Firmware of the DL380 (Gen8 & Gen9) servers the CMOS Clock, BIOS Settings,
and iLO IP Address needed to be configured. These configuration procedures are defined in Appendix J
of this document.

Several procedures in this document pertain to the upgrading of firmware on DL380 servers and Cisco
4948 E-F switches that are part of the Platform 7.6.x configuration.

The required firmware and documentation for upgrading the firmware on HP hardware systems and
related components are distributed as the HP Solutions Firmware Upgrade Pack. The minimum firmware
release required for Platform 7.6.x is HP Solutions Firmware Upgrade Pack 2.2.12 or higher. If a firmware
upgrade is needed, the current GA release of the HP Solutions Firmware Upgrade Pack should be used.

Each version of the HP Solutions Firmware Upgrade Pack contains multiple items including media and
documentation. If an HP FUP 2.x.x version newer than the Platform 7.6.x minimum of HP FUP 2.2.12 is
used, then the HP Solutions Firmware Upgrade Guide should be used to upgrade the firmware.
Otherwise, the HP Solutions Firmware Upgrade Guide, Release 2.x.x should be used.

The three pieces of required firmware media provided in the HP Solutions Firmware Upgrade Pack
releases are:

e HP Service Pack for ProLiant (SPP) firmware ISO image
e HP MISC Firmware ISO image

Refer to the Release Notes of the [3] HP Solutions Firmware Upgrade Pack Release Notes, Release
2.x.x, and (Min 2.2.12) to determine specific firmware versions needed.

Contact My Oracle Support (MOS) for more information on obtaining the HP Firmware Upgrade Packs.
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2.5.1 Configure the CMOS Clock, BIOS Settings, and iLO IP Address and
Upgrade Firmware

The following procedure explains the steps needed to configure the CMOS Clock, BIOS Settings, and iLO

IP address of the DL80 RMS servers and upgrade the firmware, if needed.

Procedure 1. Configure the CMOS Clock, BIOS Settings, and iLO IP Address and Upgrade
Firmware
1. | Configure RMS | Connect to the RMS server using a VGA display and USB keyboard.
[] | server For HP DL 380 (G8) servers execute:
e Appendix J.1.1 RMS: Configure iLO
e Appendix J.1.2 Gen8: RMS BIOS Configuration, Verify Processor and
Memory
For HP DL 380 (G9) servers execute:
e Appendix J.2.1 RMS: Configure i
o Appendix J.2.2 Gen9: RMS BIOS Configuration, Verify Processor and
Memory
2. | RMS Server: Follow the appropriate procedure for the ProLiant DL380(G8/G9) hardware type
[ ]| Verify/Upgrade | to verify and upgrade the HP server firmware using the procedures in [3] HP
firmware Solutions Firmware Upgrade Pack Release Notes, (2.2.12 or higher).
3. | RMS Server: Check off the associated checkbox in step 3 as the RMS server’s CMOS clock,
[]| CMOS clock, BIOS settings, and iLO IP address are configured and firmware is updated:
BIOS settings, | primary Site:
and iLO IP . .
address have 0] RMS-1: 0 RMS-2:
been configured | L] RMS-3: [J RMS-4:
and firmware ] RMS-5: [ ] RMS-6:
updated [0 RMS-7: [] RMS-8:
[ 1 RMS-9: [] RMS-10:
Disaster Recover Site: (optional)
[ ] RMS-1: [] RMS-2:
[] RMS-3: [] RMS-4:
[ ] RMS-5: [] RMS-6:
[] RMS-7: [] RMS-8:
[] RMS-9: ] RMS-10:
4. | Repeat Repeat on the disaster recovery RMS servers.
[ 1] (optional)
3. Installation Matrix
3.1 Install SDS on the Customer Network

Installing the SDS product is a task which requires multiple installations of varying types. The matrix
below provides a guide to the user as to which procedures are to be performed on which server types.
The user should be aware that this document only covers the necessary configuration required to
complete product install. Refer to the online help or contact My Oracle Support (MOS) for assistance
with post installation configuration options.

Note: Although the SDS sites are fully redundant by function, we must distinguish between them during
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installation due to procedural changes based on the installation sequence. The user should be
aware that any reference to the SDS site refers to the 1% installation of a SDS pair on the
customer network while references to the DR SDS site refers to the 2" SDS pair to be installed.

Table 2. SDS Installation Matrix

Server Type

Procedures to Perform

10

11

SDS NOAM

DR SDS
NOAM

Query Server

X XN NN

X X X X N\~
X X X X N[
X XN X X
X X X N X«
X X X N X
XN X X X~
XN X X X
XN X X X
N X X X X

X X X NN

N X X X Xm
X X X X N -

SDS SOAM
DP
Table 3. List of Procedures for a SDS Installation
Procedure Page
Number Title Number
Procedure 2 Install the SDS Application (All SDS NOAM Sites) 14
2 Configure SDS A and B (1st SDS NOAM Site Only) 21
3 OAM Pairing (1st SDS NOAM Site Only) 35
4 Query Server Installation (All SDS NOAM Sites) 43
5 OAM Installation for the DR SDS NOAM Site 56
6 OAM Pairing for DR SDS NOAM Site 68
7 Add SDS Software Images to PMAC Servers (All SOAM Sites) 73
8 OAM Installation for SOAM Sites (All SOAM Sites) 76
9 OAM Pairing for SDS SOAM Sites (All SOAM Sites) 96
10 DP Installation (All SOAM Sites) 101
11 Configure ComAgent 118
E.l Figure 17. SDS Frame Layout 125
E.2 Configure Cisco 4948E-F Aggregation Switches 128
E.3 Cisco 4948E-F I0OS Upgrade (All SDS NOAM Sites) 151
J Disable Hyperthreading for Gen8 and Gen9 (DP Only) 167
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4. Application Installation

4.1

Note:

Install the SDS Application (All SDS NOAM Sites)

If servers are not loaded with OS (TPD), refer Appendix K for installing it.

Procedure 2.

Install the SDS Application (All SDS NOAM Sites)

1. | Access the HP Connect to the HP DL 380 server’s console using one of the access
[ ] | server's console. methods described in Section 2.3.
2. | HP DL 380 1. Access the command prompt.
LI | Server: Login 2. Log into the HP server as admust.
login: admusr
Using keyboard-interactive authentication
Password: <admusr password>
3. | HP DL 380 Verify the date and time are displayed in GMT (+/- 4 min.).
[] | Server: Verify the $ date -u
date and time Wed Oct 22 14:07:12 UTC 2014
If the correct date and time (in GMT) are not shown in step 3., then stop this procedure
and perform Appendix J Configure the HP DL380 (GEN8 and GEN9) Server CMOS
Clock/BIOS Settings and restart this procedure from the beginning.
If the correct date and time (in GMT) are shown in step 3., then continue with step 4. of
this procedure.
4. | HP DL 380 Verify the TPD release is 7.6.
[] | Server: Verify the $ getPlatRev
TPD release 7.6.0.0.0 88.54.0
5. | HP DL 380 Execute the alarmMgr command to verify if there are any alarms on the
[] | Server: Verify server.
alarm status $ alarmMgr --alarmStatus
Note: This command should return no output on a healthy system. If any

alarms are reported as SNMP traps, stop and contact My Oracle

Support (MOS) for the assistance.
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Procedure 2. Install the SDS Application (All SDS NOAM Sites)

6. | HP DL 380 Execute the syscheck command to verify the state of the server.

[] | Server: Verify $ sudo syscheck

system state Running modules in class hardware...

OK
Running modules in class disk...

OK
Running modules in class net...

OK
Running modules in class system...

OK
Running modules in class proc...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log

Note: Stop and resolve any errors returned from syscheck before
continuing with the next step.

7. | HP DL 380 Execute the verifyUpgrade command to verify the health of the server.
[ | Server: Verify $ sudo verifyUpgrade
health of the Disregard this error:
server 9 ’
ERROR: No upgrade/patching transaction has been
performed on this system!
(/usr/share/tomcat6/webapps/ohw.war)

Note: This command should return no output on a healthy system. If any
error are reported, stop and contact My Oracle Support (MOS) for
the assistance.

8. | HP DL 380 Verify hardware ID is ProLiant DL380 Gen8 or Gen9.
[] | Server: Verify $ hardwareInfo | grep Hardware
hardware ID Hardware ID: ProLiantDL380pGen8
or

Hardware ID: ProLiantDL380Gen9
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Procedure 2.

Install the SDS Application (All SDS NOAM Sites)

9. | HP DL 380 Insert the USB drive containing the SDS application software into the
[] | Server: Load server's USB port.

software

Figure 4. HP DL380 Gen8, Front Panel (USB Port)
—
%]
Figure 5. HP DL380 Gen9, Front Panel (USB Port)

10. | HP DL 380 Verify the USB drive has been mounted under the /media directory.
[] | Server: Verify $ df |grep sdb

software directory /dev/sdb1l 2003076 8 2003068 1% /media/sdbl
11. | HP DL 380 Verify the target release is available on the USB drive.
[ | Server: Verify $ 1ls /media/sdbl/

target release SDS-8.3.0.0.0 83.15.0-x86_64.is0
12. | HP DL 380 Copy the target release to the server’s hard disk under the
[] | Server: Copy /var/TKLC/upgrade directory.

software to $ cp -p /media/sdb1/SDS-8.3.0.0.0 80.16.0-x86 64.is0

directory /var/TKLC/upgrade/
13. | HP DL 380 1. Unmount the USB drive partition.
O aérger: Unmount $ sudo umount /media/sdbl

2. Remove the USB drive from the server’s front panel.

14. | Log into the $ sudo su - platcfg
[] | platcfg utility
15. | Validate the 1. Navigate to Maintenance > Upgrade > Validate Media.
[] | software
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Procedure 2. Install the SDS Application (All SDS NOAM Sites)

lggggogogu Main Menu togogooodg

=
=
B Dlagnﬂiﬁﬁ&&u HMaintenance Héﬁu Togoggag
=
x
x

Server

Securit

Eemote
x Hetworl
HetBacl
Exit

MoM oM

Patching
Halt S5erver a
Backup algggggggu Upgrade Menu tggggggggk

S

Restart X
x

Eject CDX g
DA993999; Save Plax Early Upgrade Checks
o4
o4
o

Mo oM

Platformx Initiate Upgrade
Exit % Copy USE Upgrade Image
¥ Hon Tekelec RPM Management
moggggggqqgE Accept Upgrade
x Reject Upgrade
¥ Exit
4

ils (s (sgeis (s (sge s (s (sgeiefs s (sieis (s sgeis s (e s (g e s i

oo
Moo e W

lggggaggaaaaaaaggggqu Choose Upgrade Media Menu tgoggaqadgdddddd

x S5D5-8.0.0.0.0 80.16.0-x86 64.i=o0
x Exit
x

mogagagadaagIgagaaqaqaaaaaqaadagaqaIayaaaqaqayaqaaaqaaaqaaaada

2. Select ISO and press Enter.
Validating cdrom...
FHEHH A A H AR R
FHEHH A A H A AR R
FHAHHAH A A A A A H A H A A A
SR
FHEHH A A H AR R
FHAHH A A A A A H A H A A
FHAHH A A A A A A HHH A A A
FHEHH A A H AR R
FHEHH A A H AR R
FHAHHSH A A A A A HHH A A
FHEHH A A H A AR R
FHEHH A A F AR R
FHEH A A AR AR A A A A
FHEH A A A AR AR H A R S
UMVT Validate Utility v2.3.4, (c)Tekelec, May 2014

Validating /var/TKLC/upgrade/SDS-8.1.0.0.0 80.16.0-
x86 64.1iso

Date&Time: 2016-08-09 08:20:01
Volume ID: 8.1.0.0.0 80.16.0
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Procedure 2. Install the SDS Application (All SDS NOAM Sites)

Part Number: N/A
Version: 8.1.0.0.0 80.16.0
Disc Label: DSR
Disc description: DSR
The media validation is complete, the result is: PASS
CDROM is Valid
PRESS ANY KEY TO RETURN TO THE PLATCFG MENU.
3. When the screen displays the ISO as validated, press the ANY key.

4. Select Exit and press Enter.

lggggggggaagggaaaagqu Choose Upgrade Media Menu tgggggaadadddddd

% M f3r0 C )

D.0.0.0_30.16.0—336_64.150 - 3.0.0.0.0_30.15.0
< g Exit

ngagddqaaaagaqaaaaqaaaaadqaaagaaqaaaaaaqaaadaaqaqaaqaqaaaagaqadq

Exit

16. | Initiate the 1. Select Initiate Upgrade and press Enter.
[J | upgrade lggggggqu Upgrade Menu tggggggagk
= x
x Validate Media b4
x Early Upgrade Checks a x
x i g b4
x Copy USE Upgrade Image a x
x Hon Tekelec RPM Management a =
x Lheocept Upgrade a x
x Reject Upgrade a x
= x
= x

magogadagadggaaagaaagaaaagaaggadd
2. Verify the SDS application release matches the target release.

lgggagaggggggggaggggu Choose Upgrade Media Menu tggogggoggagogogc

SD5-8.0.0.0.0 80.16.0-x86 64.iso - 8.0.0.0.0 80.16.0
Exit

oo I I g g g g o g qaaoaaogaoc

3. Press Enter to install the SDS application.

Output similar to this may display.
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Procedure 2. Install the SDS Application (All SDS NOAM Sites)

Peternining if we should wpqrade...
tall prodisct
tall prodo
rodi

T m

eboot o B SErUEr regu ire
:.|||' EriveEr will i o] § ted in 18 C O

17.| HP DL 380 After the server has completed the reboot, log into the HP server as admusr.
[l | Server: Login login: admusr
Using keyboard-interactive authentication

Password: <admusr password>

18. | Verify a Verify the output contains the Upgrade is Complete line to indicate a
[] | successful successful installation of the SDS application software.
installation $ grep COMPLETE /var/TKLC/log/upgrade/upgrade.log
1321462900:: UPGRADE IS COMPLETE
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Procedure 2. Install the SDS Application (All SDS NOAM Sites)

19. | Verify upgrade 1. Execute the verifyUpgrade command to verify the status of the upgrade.

[] | status $ sudo verifyUpgrade

Disregard following error during this command
execution

ERROR: Upgrade log
(/var/TKLC/log/upgrade/upgrade.log) reports errors!

ERROR: 1513202476::zip error: Nothing to do!
(/usr/share/tomcat6/webapps/ohw.war)

Note: This command should return no output on a healthy system. If any
error are reported, please stop and contact My Oracle Support
(MOS) for the assistance.

2. Verify the SDS application release shown matches the target release.

$ rpm -ga |grep sds
TKLCsds-8.1.0.0.0 80.16.0.x86_ 64

20. | Acceptupgradeto | $ sudo /var/TKLC/backout/accept
[] | the application Called with options: --accept
software Loading Upgrade: :Backout: :RPM

Accepting Upgrade

Setting POST UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing '/var/lib/prelink/force' from RCS
repository

INFO: Removing '/etc/my.cnf' from RCS repository

21. | Put the server in $ tw.setdate —-trusted
[] | trusted time mode | current time: 10/22/2014 16:25:07.869

22. | Exit Exit from the command line to return to the server console to the login
] prompt.
$ exit
23. | Repeat Repeat this procedure for each RMS server (such as, SDS NOAM A, SDS
[] NOAM B, Query server) installed in the cabinet before continuing with the

next procedure
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5. Configuration Procedures

5.1 Configure SDS A and B (1°' SDS NOAM Site Only)

This procedure assumes:

e The SDS network element XML file for the primary provisioning SDS site has been created previously
as described in Appendix E.

e The network element XML files are either on a USB flash drive or the laptop’s hard drive. The steps
are written as if the XML files are on a USB flash drive, but the files can exist on any accessible drive.

This procedure requires the user to connect to the SDS GUI before configuring the first SDS. This can be
done by:

e Configuring a temporary external IP address as described in Appendix B; or

¢ Plugging a laptop into an unused, unconfigured port on the SDS NOAM A server using a direct-
connect Ethernet cable as described in Appendix C.

Procedure 3. Configure SDSs A and B (1°' SDS NOAM Site Only)

1. | SDS NOAM A: Execute Appendix C. Establishing a Local Connection for Accessing the
[] | Connect to the SDS GULI.

SDS GUI
2. | SDS NOAM A: Log into the active SDS site with the SDS NOAM A IP address using the
[] | Login default user and password.

Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).

ORACLE

Oracle System Login
Wed Nov 16 110735 2016 UTC

Log In
Enter your username and password to log in

Sesgion was logged out at 11:07:3% am.

Username
Password

Change passwaord

Login
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Procedure 3.

Configure SDSs A and B (1*' SDS NOAM Site Only)

3. | SDS NOAM A:
[] | Upload XML file

1. Navigate to Configuration > Networking > Networks.

[ Main Menu
[ Administration
[=] ‘-3 Configuration
[=] ‘=3 Metworking
(] Metworks
[1] Devices

A Routes
2. Click Browse.

OIRACLIE" Communieatons Dimnetar Signet fouter Full Address Reselution

J e Main Menu: Configuration <> Networking <= Networks

Nl M

IPEETT T

Note:
described in Appendix E.

3. Locate the XML file, select it, and click Open.

2 Choose File to Upload

|- w bbehi [Vncnallb tekelec.c.. » DTS

| Organize * ey folder

B Desktop “ Hame :
& Downloads
. Recert Places

i SkyDimee

505_DR_HOAMP
505 NOAMP
505 S0AM
~a Libraries

= Doouments

! Musie

= Pictimes

B videcs

1 Computer
&, osDisk (C2)
iz bbelyi [\\ncnadib
¥ m_dreee (Vinenal

A 5 public [monadl = ¢ m

Filz name:  505_MOAMP = | Al Files (".%)

Open  [»

4. Click Upload File.

To create a new Network Element, upload a valid configuration file:

Choose File | SDS_NOAMP.xml Upload File

# P Pt d Dot updend & rwie

PR
) Pt e
) Cwviham —
) Rmdee
) Bk bt Neve Werareed | e nbon L
] S
) Swvw s
] $earescs Duaet -t Pegaat T
| Pecan
T

This step assumes the XML file was previously prepared as

Nowme wi

Nare
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Procedure 3. Configure SDSs A and B (1°' SDS NOAM Site Only)

4. | SDS NOAM A: Click Info to see the banner information showing that the data has been
[] | Vvalidate the file successfully validated and committed to the DB.

Main Menu: Configuration -> Networking -> Networks

Info |

Info

o « Network Element insert successful from Amp/SDS_NOAMPxmI.

Main Menu: Configuration -> Networking -= Networks

Infs -
bal  SO5_NE
Hetwork Mame Metwork Type  Detasi  Locked  Rowied  VLAN S
X (#2170 i rag ¥Es 14 Q
o M o vas o 15 )
5. | SDS NOAM A: 1. Navigate to Configuration > Networking > Services.
[] | Edit _the network 5 Click Edit.
services
z Main Meny " e a a
av ) Main Menu: Configuration -> Networking -> Services
e —an “Fn Sep 28 34:56:03 2048 EDT
< 3 Configurasion
= g Networking
) Networks Naive lotra NE Network  Inter NE Network
j Dovicas OAM INTERNAL VI INTERNALIOWI
] Routes
) Services) Replcation INTERNALIMY INTERNALXM
] Servers Signaiing Unspecified Unspecified
) Server Groups o HA_Secondary INTERNALIMI INTERNALVI
j FeastaOn HA_MP_Secondary  INTERNALIMI INTERNALXM!
] Places :
) Place Assoc. Rapication MP INTERNALIMY INTERNALXMI
s ) OSCP CamAgent INTERNAL INTERNALXMI
") ANlarms & Events
s ) Secuity Log Edt Repont

3. With the exception of Signaling, which is left as Unspecified, make sure
all Intra-NE Network traffic is directed across IMI and all Inter-NE
Network traffic is directed across XMl.
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Procedure 3.

Configure SDSs A and B (1*' SDS NOAM Site Only)

Main Menu: Configuration -> Networking -> Services [Edit]

Services

Hame Intra-NE Network Inter-NE Network
OAM INTERNALIMI E| INTERMNALXMI E|
Replication INTERNALIMI E| INTERMNALXMI E|

Signaling Unspecified E| Unspecified E|

INTERNALIMI E| INTERNALXMI E|
E| INTERNALXMI E|

INTERNALIMI E| INTERNALXMI E|
=)

INTERNALXMI E| %

HA_Secondary
HA_MP_Secondary INTERMALIMI
Replication_MP

ComAgent INTERMNALIMI

Ok Apply Cancel

Click Apply.
Click OK in the pop-up screen.

100.65.33.69 says:

You must restart the applications running on all servers to apply any
services changes,
TC RESTART: Use "Restart” button under Status & Manage-»Server tab,

ComAgent
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Procedure 3.

Configure SDSs A and B (1*' SDS NOAM Site Only)

SDS NOAM A or
B: Configure
server

Note: This step
through to the last
step of this
procedure needs
to be done for
both the SDS
NOAM A and SDS
NOAM B servers.

1. Navigate to Configuration > Servers.
= Main Menu
[+] [C1 Administration
[=] ‘Z Configuration
[+] [ Metworking
[] servers
[ Server Groups

[] Resource Domains

™ Plaras
1. Click Insert.

2. Fill in the fields:
Hostname: Name for the SDS NOAM A or B server

Role: NETWORK OAM&P
System ID: Name of the Hostname again for the SDS NOAM A or B
server

Adding a new server

Attribute Value

Hostname * sds-no-a

Rile * METWORK OAMEP ~
System 1D sds-no-a

Hardware Profile:

Network Element Name: Select the NE

Location: (Optional) Enter the location of the server.
Hardware Profile SDS HP Rack Mount ~
Metwork Element Hame = - Unassigned - ~

Location

For Gen8: SDS HP Rack Mount
For Gen9: SDS HP Gen9 Rack Mount
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Procedure 3.

Configure SDSs A and B (1*' SDS NOAM Site Only)

7. | SDS NOAM A or
[] B: Configure
server

The network interface fields are now available with selection choices based

on the chosen hardware profile and network element.

1. Type the SDS IP address for the the MgmtVLAN IP address, select
bondO0 as the Interface, and mark the VLAN checkbox.

2. Type the SDS IP address for the the IMI network, select bond0 as the
Interface, and mark the VLAN checkbox.

CAM Interiaces [A1 kast ona imerface & requinad.]

Mo s P fuddress inmrfacs
MGHMT VLAN (191.188.1.02F) | 11 - VLAR
INTERMALXMI (10,240, 200622 1 i - WLAM (3
INTERMALMI (152 168.2.0024) 153 4 1 & WLAM (4
SDS (Primary VLAN
NOAM) Network IP Address Interface | Checkbox
MgmtVLAN [169.254.1.11 bond0
SDS-A J Jr
IMI 169.254.100.11
MgmtVLAN [169.254.1.12 bond0
SDS-B J ﬂf
IMI 169.254.100.12
Notes:

e These IP addresses are based on the information in the NAPD and the
network element configuration file.

e The MgmtVLAN only displays when the 4948E-F aggregation switches
are deployed with SDS NOAM/Query Server RMS. If the MgmtVLAN
does not display, the IMI network values still apply.

3. Type the SDS IP address for the the XMI network.

e For Layer 3, where no VLAN tagging is used for XMI, select bond1
as the Interface and do NOT mark the VLAN checkbox.

or

e For Layer 2, where VLAN tagging is used for XMlI, select bond0 as
the Interface and mark the VLAN checkbox.

INTERRALEMI {10,240, 2000 22) 240 20 2 v WLAN (3

Interface VLAN Checkbox

bond1l x
XMl
bond0 /

HTCAUTION!

It is crucial the correct network configuration be selected in this step.
Choosing an incorrect configuration results in the need to re-install the OS
and restart the Query server installation procedure from the beginning.

SDS (Primary NOAM) Network

SDS NOAM Server (A
or B)
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Procedure 3. Configure SDSs A and B (1°' SDS NOAM Site Only)

8. | SDS NOAM A or 1. Click Add in the NTP Servers section.
[ B: Insert server

HTP Servers:

NTP Server P Address Preter

2. Type the NTP Server IP Address.

MTP Servers:
NTFP Senver IP Address Prefer Add
1025003210 | Remowe

3. Repeatto add 3 NTP server IP addresses.

4. Optionally, mark the Prefer checkbox to prefer one server over the

other.
NTP Servers:
NTP Server IP Address Prefer At
10.240.21.191 Remive
10.240.21.152 Remive

10.240.21.153 @ Remvive

5. Click OK when you have completed entering all the server data.

SDS NOAM A or From the GUI screen, select the SDS server and click Export to generate
B: Export the the initial configuration data for that server. Go to the Info tab to confirm the
server file has been created.

=] g} Main Menu
+] [] Administration

®

Main Menu: Configuration -> Servers
Tue May 31 15:20:12 2016 EDT

=] i3 Configuration

=] (3 Networking

(7] Metworks
[7] Devices Hostname Raole System ID

[] Routss .
[] Services sd=-no-3 DN.!E“&F: £ds-no-3 SD5_MNE | Bangalore

[ Semers
[] Senéer Groups
[7] Resource Domains
[ Placss
[] Place Associstions v
5 (] DECP
+] ] Alarms & Events
+] [ Security Log Insert Edit Delete Export  Report

T Siatuz 2 Manzne

Server Network

Group Element Location
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Procedure 3.

Configure SDSs A and B (1*' SDS NOAM Site Only)

10. | SDS NOAM B: 1. Click Info to display the download link for the SDS configuration data.
[] | Load the 2 lick
- . th I .
TKLCConfig file Click on the word downloaded
Note: Steps 10. Main Menu: Configuration -> Servers
to 15. are skipped -
for the first server e~
(server A) since Infa P
the TKLCCOHfIg Hostname o - Exporied server data in TKLCCDnﬁgDaia.sdsm—a.shmay@:lownloaded) .
file is already on
server A. sds-no-8 DAMER TS SOS_Ne— BErgalor:
3. Save the configuration file tp a USB flash drive.
somie . [FE|
File Dirmenloes] [&] B |<r SR H od oo
Mlis yran wanil b apee ar cave Hic Fls? ;:'
‘_I‘] J_n ;I::_-rrl)d'l.l-l-ﬂ-m-u.ﬁ L:J;
}x .D-ZE:IE:I:H
Lp=n [ s [ Larec=d S
|
s e ] |
r.l-n'::l.l m e e ek ’ = t"_[!' r:..,..m nm:_m : I—t'.'_;—l
11. | SDS NOAM B: Connect to the SDS NOAM B console using one of the access methods
[] | Access the server | described in Section 2.3.
console
12. | SDS NOAM B: Log into the HP server as admustr.
[] | Login login: admusr

Using keyboard-interactive authentication

Password: <admusr password>
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13. | SDS NOAM B: 1. Insert the USB drive containing the server configuration file into the
[] | Load file server's USB port.
Figure 6. HP DL380 Gen8, Front Panel (USB Port)
Figure 7. HP DL380 Gen9, Front Panel (USB Port)
Output similar to this displays as the USB flash drive is inserted into the
SDS front USB port.
$ sd 3:0:0:0: [sdb] Assuming drive cache: write
through
sd 3:0:0:0: [sdb] Assuming drive cache: write through
<ENTER>
2. Press Enter to return to the command prompt.
14. | SDS NOAM B: Verify the USB drive has been mounted under the /media directory.
U] V_erify software $ df |grep sdb
directory /dev/sdbl 2003076 8 2003068 1% /media/sdbl
15. | SDS NOAM B: 1. Unmount the USB drive partition.
[1 | Unmount USB

$ sudo umount /media/sdbl
2. Remove the USB drive from the server’s front panel.

Note: Itis important to remove the USB drive before continuing.

Page | 29

E93224-01



Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 3.

Configure SDSs A and B (1*' SDS NOAM Site Only)

16.
i

SDS NOAM A or
B: Copy the
configuration file

1. Copy the server configuration file to the /var/tmp directory on the server,
making sure to rename the file by omitting the server hostname from the
file name. For example:

TKLCConfigData<.server_hostname>.sh translates to TKLCConfigData.sh
$ sudo cp -p

/var/TKLC/db/filemgmt/TKLCConfigData.sds-mrsvnc-a.sh
/var/tmp/TKLCConfigData.sh

Note: The server polls the /var/tmp directory for the presence of the
configuration file and automatically executes it when found.
After the script completes, a broadcast message is sent to the terminal.
Note: It may take 3 to 20 minutes to complete this step depending on the
server.
Broadcast message from admusr (Thu Dec 1 09:41:24
2011) :
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for
details.

Please remove the USB flash drive if connected and
reboot the server.

2. Press Enter.

SDS NOAM A or
B: Verify time
zone

Verify the desired time zone is in use.
$ date
Mon Aug 10 19:34:51 UTC 2017
If the desired time zone is not displayed, set it with this command:
$ sudo set ini tz.pl <time zone>
For example, to set the time to UTC (aka GMT):
$ sudo set ini tz.pl “Etc/UTC”
See Appendix G for a list of all valid time zones.

Note: This is required to be for first server (NOAM). The rest of the
servers get the TKLCconfig file generated on the active NOAM
server and the TKLCconfig file sets the time zone.

SDS NOAM A or
B: Reboot the
SDS

$ sudo init 6
Note: This may take approximately 9 minutes.

[ FootPhos thame 132267928 B init &

[ rootPhostname 132267928 # bonding: bondB: Removing slave ethH:

[ ||i|||| hondB : Warni B A | pErmanent Laddr of sthBZ 98 :4 E1:6F : 74 5§
till inm use by bondd, Set the Hdaddr of ethB? to & differest addre to aunid
mil lict

ond ing : bondB: Removing slave ethld

ind@

sond ing: bondd: making interface etl
inud B
1l

i 1 i =lea j active interface ethl:
1HAHe HEHE BT :B8.8: ethld: changing MTU from 1588 to 1588

ond ing: bondl: Removing slave ethél
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19. | SDS NOAM A or | After the server has completed the reboot, log into the server as admustr.
[] | B: Login login: admusr

Using keyboard-interactive authentication

Password: <admusr password>

20. | SDS NOAM A or | Verify the IMI and XMI IP addresses, and associated bond configurations,
[] | B: Verify IP (from step 7.) have been correctly loaded.

addresses $ ifconfig | grep in
bond0 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
bond0.4 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68

inet addr:169.254.100.11 Bcast:169.254.100.255
Mask:255.255.255.0

bondl Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A

inet addr:10.250.55.124 Bcast:10.250.55.255
Mask:255.255.255.0

eth01 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
eth02 Link encap:Ethernet HWaddr 98:4B:El1:6F:74:6A
ethll Link encap:Ethernet HWaddr 98:4B:E1:6F:74:68
ethl?2 Link encap:Ethernet HWaddr 98:4B:E1:6F:74:6A
lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

Note: The addresses can also be verified on the Configuration > Server
screen.

21. | SDS NOAM A or Execute the ntpg command to verify the server has connectivity to the

[] | B: Verify assigned primary and secondary NTP server(s).
connectivity $ ntpg -np
remote refid st t when poll reach

delay offset Jjitter

*10.250.32.10 192.5.41.209 2 u 1 64 1
0.176 -0.446 0.053
10.250.32.51 192.5.41.209 2 u 2 64 1
0.174 -0.445 0.002

If connectivity to the NTP server(s) cannot be established, stop and contact the customer IT
group to provide a network path from the SDS NOAM server XMI IP to the assigned NTP
server IP addresses. Once network connectivity is established, repeat step 21.
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22.| SDS NOAM A or Execute the syscheck command to verify the state of the server.

[] | B: Verify system $ sudo syscheck
state Running modules in class hardware...
OK
Running modules in class disk...
OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log

Note: Stop and resolve any errors returned from syscheck before
continuing with the next step.

23.| SDS NOAM A or Exit to return to the server console to the login prompt.
[] | B: Exit $ exit

24. | Repeat Configure SDS B by repeating steps 6. through 23. of this procedure.

If aggregation switches are installed and 4948E-F switch configuration has not been
completed before this step, stop and execute the following procedures:

APPENDIX D.1
APPENDIX D.2 (Appendix D.2 references Appendix D.3, where applicable).
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25.
i

SDS NOAM A or
B: Ping IMI and
XMI addresses

1.

From SDS NOAM A, ping the IMI IP address configured for SDS NOAM
B.

$ ping -¢c 5 169.254.100.12

PING 169.254.100.12 (169.254.100.12) 56(84) bytes of data.

64 bytes from 169.254.100.12: icmp seg=1 ttl=64 time=0.020 ms
64 bytes from 169.254.100.12: icmp seg=2 ttl=64 time=0.026 ms
64 bytes from 169.254.100.12: icmp seg=3 ttl=64 time=0.025 ms
64 bytes from 169.254.100.12: icmp seg=4 ttl=64 time=0.025 ms
64 bytes from 169.254.100.12: icmp seg=5 ttl=64 time=0.026 ms
---169.254.100.12 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4000ms
0.020/0.024/0.026/0.005 ms

From SDS NOAM A, ping the XMI IP address configured for on SDS
NOAM B.

$ ping -¢c 5 10.250.55.125

PING 10.250.55.125 (10.250.55.125) 56(84) bytes of data.

64 bytes from 10.250.55.125: icmp seg=1 ttl=64 time=0.166 ms
64 bytes from 10.250.55.125: icmp seg=2 ttl=64 time=0.139 ms
64 bytes from 10.250.55.125: icmp seg=3 ttl=64 time=0.176 ms
64 bytes from 10.250.55.125: icmp seg=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.125: icmp seg=5 ttl=64 time=0.179 ms
--- 10.250.55.125 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4000ms

0.139/0.173/0.209/0.028 ms
From SDS NOAM A, ping the XMI gateway address.

$ ping -¢c 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55. icmp seg=4 ttl=64 time=0.209 ms
64 bytes from 10.250.55.1: icmp seg=5 ttl=64 time=0.179 ms
--- 10.250.55.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4000ms

rtt min/avg/max/mdev

rtt min/avg/max/mdev

icmp seg=1 ttl=64 time=0.166 ms
icmp seg=2 ttl=64 time=0.139 ms
icmp seg=3 ttl=64 time=0.176 ms

e e

rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms
From SDS NOAM B, ping the XMI gateway address.

$ ping -¢ 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55. icmp seg=4 ttl=64 time=0.209 ms

64 bytes from 10.250.55.1: icmp seg=5 ttl=64 time=0.179 ms

--- 10.250.55.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.139/0.173/0.209/0.028 ms

icmp seg=1 ttl=64 time=0.166 ms
icmp seg=2 ttl=64 time=0.139 ms
icmp seg=3 ttl=64 time=0.176 ms

e e
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26.
i

SDS NOAM A or
B: Disconnect
laptop

Note: This step is
only needed if
referred from
Appendix B,
otherwise skip to
the next step

For Gen8, disconnect the laptop from the server NOAM A, eth14 port.

T M AN -
™ = = -
LT e
FFFEF
WO oW W
i l | ‘ HP DL380p Gen8 Backplane
EEE.
L e
1 u i
.
# oge .i;z
g . e
Pwans [ErE ate
© 44 7
1 T | | T
=232 iLO4
L g i
~FFFF
(SRR FE g N N

Figure 8. HP DL380 Gen8, Rear Panel (Ethernet)
For Gen9, disconnect the laptop from the server NOAM A, eth08 port.

i3

ETH

08 07 06 05

HPE Ethernet 1Gb 4-port 331FLR
Adapter (Flex LOM) eth05-eth08

Internal 4-Port NIC Ethernet Ports
Eth01-Eth04

Figure 9. HP DL380 (Gen9), DC (Rear Panel)

27. | SwitchlA: Connect the laptop to port 44 on switch1A (bottom switch).
D ConneCt Iaptop Part 1 Part 47 Port 43 Consale Port
N
Port 52
Fort 2 Port 43 Management
Port
Figure 10. Cisco 4948E-F Switch (Maintenance Access Port)
28. | Laptop: Set static | Set a static IP address and netmask within the management VLAN for the
[1]1P laptop’s network interface card. 169.254.1.100 is suggested.
Refer to Appendix C, steps 5. if assistance is needed to modify the laptop’s
network configuration.
29.| SDS NOAM A: Log into the NOAM A server using the management VLAN IP address
[] | Login 169.254.1.11.

login: admusr
Using keyboard-interactive authentication.

Password: <admusr password>
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30.
i

SDS NOAM A:
Delete Ethernet
connections

For Gen8, delete eth14:
$ sudo netAdm delete --device=ethl4
Interface ethl4 removed

For Gen9, delete eth08:
S sudo netAdm delete --device=eth08
Interface eth08 removed

5.2 OAM Pairing (1st SDS NOAM Site Only)

The user should be aware that during the OAM pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 4. Pair the SDS NOAM Servers (1* SDS NOAM Site Only)

1.
i

SDS NOAM A:
Login

Log into the active SDS site with the SDS NOAM A IP address using the
default user and password.

Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).

ORACLE

Oracle System Login
Wed Nov 16 11:07-35 2016 UTG

Log In
Enter your username and password to log in

Sesgion was logged out at 11:07:39 am.

Lsermame
Password

Change passwaord

Log in
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2,
i

SDS NOAM A:
Create a server

group

1. Navigate to Configuration > Server Groups.

= Main Menu
[ Administration

[=] 3 Configuration
[ Metwarking
[0 servers
[F) Semver Groups
[£] Resource Domains

D Places
2. Click Insert.

Insert Report

3. Fillin the following fields:

Server Group Name:

Level:

Parent:

Function:

WAN Replication Connection Count:

Main Menu: Configuration -> Server Groups [Insert]

infip ~

Adding new server group

Field Value

Server Group Name sds_no_grp
Lewel ® A

Parent * NONE
Function * sSDS

<Server Group Name>

A

None

SDS (Active/Standby Pair)
Use Default Value (1)

D -
Urique identifier use

wst not start with a

Select one of the Le
MP servers | [A valu

Select an existing S

Select one of the Fu

WAN Replication Connection Count 1 Specify the number
Ok Apply Cancel
4. Click OK.
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3. | SDS NOAM A: Add | 1. Selectthe new server group and click Edit.
[] | serverto OAM

Main Menu: Configuration -> Server Groups
Server Group 9 P

Filters -
Server Group Hame Lewvel Parent Function Connection Count
B S j o | B D
i f
{NO_SG 1A | NONE sDS 1
H ! g
1

Insert Edit Delete Report

Mark the Include in SG checkbox next to the A and B servers.
Click Apply.

Click Add next to VIP Address to add an IP.

Type the VIP Address and click OK.

o > 0N

VIF Assignment

VIP Address Add
10.240.108.24 Remove
Ok  Apply Cancel
SDS NOAM A: Click Logout and wait at least 5 minutes before proceeding to the next

Es

Logout step.

P ——

JEe Updates | Help | Logged InAccount guiadmin @

Important: Now that the server(s) have been paired within a server
group they must establish a master/slave relationship for
High Availability (HA). It may take several minutes for this
process to be completed.
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5. | SDS VIP: Login
[

Log into the active SDS site with the XMl virtual IP (VIP) address using

the default user and password.

Note: If the Security Certificate screen displays, select Continue to this

website (not recommended).

ORACLE

Oracle System Login
Wed MWow 16 110738 2016 UTC

Log In
Enter your username and password to log in

Session was logged out at 110738 am,

Username:
Password:

Change password

Log in

SDS VIP: Make
sure alarms clear

°

1. Navigate to Alarms & Events > View Active.

- .,'l.luﬂ Ay

s ] Admrisiraten

u ) Configuration

= g Aarms & Events
| Vi Active
] Wiy oy
] Ve Trap Log

& | seturty Log

ol ] Seatus & Manags My

® 'J Yl e n erreriis

Main Menu: Alarms & Events -> View Active

[Fter +][ inle* =] Tosin » [ Geagh' -]

Buftant wils s dublis adh Rl ad nids o grp

Evemt ID Tireutamp Sove Prod Proo NE

Al Tamt Adkditicnal Irla
s ) Commurication Agart
& 508

A VI AP Giicle

@ Help

] Legal Motices

m Logout

Empart Rapart

2. Verify the Event ID 10200 does not display.

If event ID 10200 (Remote Database re-initialization in progress) does display, do not

proceed to the next step until the alarm clears.

Main Menu: Alarms & Events -> View Active (Filtered)

[(Fi=r 7] Tase - [Goo -]

sels_rear_grp
Event ID Time-stamp
Seq®
Allarm Text
10200 2018-08-05 11:38:23.040 EDT

[-E]

Renote Datsbase re-rilishzation @ progress

Severity Product Process NE
Additional Info
MINOR AN spwSoapServe  gne wE

r

Remcts Databads re-inSalzaton in progress
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7. | SDS VIP: Verify 1. Navigate to Status & Manage > Server.
[] | status
[=] ‘3 Status & Manage
5 Network Elements
i Semwer
_' HA
7 Database
_' KFls
7 Processes
[+] (O] Tasks
[ ] Files
2. Verify the DB status is Norm and the Proc status is Man for both
servers.
Main Menu: Status & Manage ->» Server o
10:35:35 20
Sarver Hastnames Natwork Elsment Appl State
EOE-N0-E SDE NE IEE o Marm Man
sds-no-h 505 NE IS form Nam Man
/
8. | SDS VIP: Restart 1. Select the SDS NOAM A server and click Restart.
D the SDS NOAM A Zarver Hostname Network Element Appl 8iate  Alm DB Eﬁgﬂng Proc
server
ete-no-a . {505 N= e Man
E0E-no-b SOE_ME POESHEEN ER om Mam Man
#top Restart Reboot NTP Sync  Report
2. Click OK to confirm.
The Info banner displays a success message.
Main Menu: Status & Manage -> Server
Filer =|: Wnfo =
Info
Zarver Host o [— ; appikation Appl State  Alm DB
EOE-N0-3 Enablad SR o
gos-no-b EDE_NE OiEsbied” TOUERE Mo
9. | SDS VIP: Verify Verify the Appl State is Enabled, DB status is Norm, and the Proc is Man
[] | status for the SDS NOAM A server.

Mgin Menu: Salus & Marags = Sanver

=

v e ] g ™
[ren = ™ W e [
i 058 I R e -
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10. | SDS VIP: Restart
[] | the SDS NOAM B
server

1. Select the SDS NOAM B server and click Restart.

bamew roine Ilfm!ﬂrﬂr!l ap W el m Fagoring Msm  Froc
#op Restart FReboot NTP Sync  Report
2. Click OK to confirm.
The Info banner displays a success message.
Main Menu: Status & Manage -= Server
Filer =|: nfo =
nit

+ BE-No-bc Successfully restarted applicatian.

J Info
2aryer Hos
ElE-no-2 o
SO TE

£de-no-b 5

11. | SDS VIP: Verify
[] | status

1. Verify the Appl State is Enabled, and DB, Reporting Status, and Proc
are Norm for both servers.

i Msiiii: Stalis & Mansge & Serasi
RALE WIS

T o]
L] Vgt Bl = = o ey

] 505 ] I e e
ik B R L] Ll i

2. Wait at least 5 minutes before proceeding to the next step.

Important: Now that the server(s) have been restarted they must
establish a master/slave relationship for High Availability
(HA). It may take several minutes for this process to be

completed
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12. | SDS VIP: Login If necessary, login again to the GUI using the default user and password.

. ORACLE

Oracle System Login

Tue May 31 14:34:34 2016 EDT

LogIn
Enter your username and password to log in

Username:
Password: |

Change password

Log In

Welcome to the Oracle System Login.

This application is designed to work with most modern HTMLS compliant browsers and uses both JavaScript
and cookies. Please referto the Oracle Software Web Browser Support Policy for details.

Unauthorized access is prohibited.

Oracle and Java are registered trademarks of Oracle Corporation and/or its affiliates.
Other names may be trademarks of their respective owners.

Copyright © 2010, 2016, Oracle and/or its affiliates. All rights reserved.

13. | SDS VIP: Wait for 1. Navigate to Alarms & Events > View Active.

[] | remote database T
alarm to clear = ) Adwinistaton Main Menu: Alarms & Events -> View Active

& (g Configurasion : T "|_ B T - [:_‘-*1 -
Alarma & Everds .
- |
| Vi Activa
Y Wiires ity iast_ e b bt Aok % sdi o Qrp
] View Trog Log

Evemi ID T irwaiasmg Sove Prod Proo NE

) Sacuriy Log

o 7] Status & Manage o Abam [axt Ackiitinal Imia
| Wheatan s
o ) Commurcation Agert
2 ) 508
i VA AP Gaidle
i Halp
| Legal Motices
[ Logou Fport Hapart

2. Verify the Event ID 14101 (No remote provisioning clients are
connected) is the only alarm present on the system at this time.

seh_so_grp
- Ewern i Timealirg Lewelily Prizouct Piocess HE Seeiver
E

Alyire Tear apdeipnal ip

%10 IDIE-D6-05 10 40-40.471 EDT WA 5O s=n sdnnza
=

Gh_IKFOANAH for key ] Co8ET] = Hig AL & =t
[ S——— iﬁl AN for ilonmalion Dnky JListerns. ] % Hio XML tienid conve
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14.| SDS VIP: Configure | 1. Navigate to Administration > Remote Servers > SNMP Trapping.
[] | system-wide SNMP

. [ = Main Menu
trap receiver(s) 2 ain I

[=] ‘=3 Administration
[£] General Options
[+] [ Access Control
[+] (O] Software Management
=] -3 Remote Servers
[F] LDAP Authentication
[F] SMMP Trapping
[ Data Export

Click Insert.
Change the Enabled Versions to SNMPv2c.

Mark the Traps from Individual Servers checkbox as Enabled.

S

Provide Community Names for the SNMPv2c Read-Only and Read-
Write fields.

6. Click OK.

Main Menu: Administration -> Remote Servers -> SNMP Trapping [Insert]

Infg* =

SHNMP Trap Configuration Insert for sds_no_grp

# Global
Confhigurateon Mode * A comhguea®on m
. Par-cile .
A remote manage
IPvE acddress of a
Ma 1

i brackets if the ped
betwaen 1 and 55
Manager 2 Sea desoiphon fio
Manager 3 Sen dasaiption fo
Manaper 4 Sen descriplion fc
Manaper 5 S desixiplicn Ig
- ) Sedaciively anablé
Emabled Versions SHMPw2c LS - Suppors bath 51

| Manager 1

Manages 2
Traps Enabded | Manages 3 Enabie or dizable

| Manager 4

| Manager 5
Traps from Individual Senders 1 Enabled Emahin o (haaibie

spedfic raps are
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15.
i

SDS VIP: Logout Click Logout.

JEe Updates | Help | Logged InAccount guiadmin fi | Lioag st )

5.3 Query Server Installation (All SDS NOAM Sites)

The user should be aware that during the Query Server installation procedure, various errors may be
seen at different stages of the procedure. During the execution of a step, the user is directed to ignore
errors related to values other than the ones referenced by that step.

Procedure 5.

Configure the Query Server (All SDS NOAM Sites)

1.
[

Primary SDS VIP: | Log into the active SDS site with the XMI virtual IP address as the default

Login

user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Oracle System Login

Thu Jun 29 111924 2017 EDT

Login

Enter your username and password to log in

Session was logged out at 11:19:24 am.

Usermame
Password

Change password

Login
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2. | Primary SDS VIP: | 1. Navigate to Configuration > Servers.
[] | Configure the _
Query server = Main Menu

[+] [Z] Administration
[=] ‘3 Configuration
[+] O Metwarking
[] servers
[] Server Groups
[] Resource Domains
(] Places
[3 Place Associations
2. Click Insert.

3. Fillin the fields:

Hostname: <Assigned Hostname>
Role: Query Server

System ID: Leave Blank

Hardware Profile: Gen8: SDS HP Rack Mount

Gen9: SDS HP Gen9 Rack Mount

Network Element Name: [Select NE from list where Query server is
physically located]

Location: Optional
Main Menu: Configuration > Servers [Inserf]
[ ]
Adding a new server
Anributa alus DHescrigition

Uinigess nama for tha sarvar [Dsfa

Hirithi s * S05-051 .

1A viahaa & reguired |
Rk * QUERY SERVER Satect e unchien of the senar [
Sl o Seysien i) o the RCOAMF of 02

S05 HP Gen® Rack Mount

Haiiware Hcdie Haw e ol of Me §etos

Netenrk Eemenl Nams " | - - Sebec] he refeort dSemen] |4 ol
S5 Clowd Gapsai

S0S TVOE Guest

L pcation Locatiom descnplon [Cetel = ~

Ok Apgly Cancal
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3. | SDS NOAM A:
[] | Insert the Query

server

The network interface fields are now available with selection choices based
on the chosen hardware profile and network element.

OAM Intertaces [A1 kast one inerface & requind.)

Marwork P hikiiess Intarfacs

MGMT_WLAN (191 168.1.0022) 159 240,114 # WVLAN (3

INTERMALKMI (10,240 20,0722 W1 24 B WLAM (3

INTERMALMI {192 968.2.0024) 1932 16 1 " VLA (4

1. Type the Query server IP addresses for the MgmtVLAN network. Select
bondoO for the interface. Mark the VLAN checkbox.

2. Type the Query server IP addresses for the IMI network. Select bond0
for the interface. Mark the VLAN checkbox.

Query VLAN
Server Network IP Address Interface | Checkbox
SDS—QS MgmtVLAN | 169.254.1.13 bondo /
(Primary NE) | |, 169.254.100.13
SDS-0S MgmtVLAN | 169.254.1.16

Q bondO /
(DR NE) IMI 169.254.100.16

Notes:

e These IP addresses are based on the information in the NAPD and the
Network Element Config file.

e The MgmtVLAN only displays when 4948E-F Aggregation Switches are
deployed with SDS NOAM/Query Server RMS. If the MgmtVLAN is not
present, the IMI network values still apply.

3. Type the Query server IP addresses for the XMI network.

e For Layer 3, where no VLAN tagging is used for XMI, select bond1
as the Interface and do NOT mark the VLAN checkbox.

or

e For Layer 2, where VLAN tagging is used for XMI, select bond0 as
the Interface and mark the VLAN checkbox.

NTERMALEMI [10.240.20.002F)] 1 0 ¥ WLAM (3

Query Server Network | Interface | VLAN Checkbox
bond1 x
SDS-QS (Primary and DR) XMI
bond0 /
ICAUTIONI!!!

It is crucial the correct network configuration be selected in this step.
Choosing an incorrect configuration results in the need to re-install the OS
and restart the Query server installation procedure from the beginning.
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4. | SDS NOAM A: 1. Click Add in the NTP Servers section.
[] | Insert the Query NTP Servers:
server
NTP Zerver IP Address Prefer
2. Type the NTP Server IP Address.
MTF Sarvers:
NTF Server IP Address Prefer Add
10.250.32.10 Femove
3. Repeat to add 3 NTP server IP addresses.
4. Optionally, mark the Prefer checkbox to prefer one server over the
other.
MTF Sgrvers:

HTP Server IP Address Prefer Add
10.250.32.51 | Remove
10.250.32.10 @ Rt

5. Click OK when you have completed entering all the server data.
5. | Active SDS VIP: From the GUI screen, select the SDS server and click Export to generate
[] | Export the initial the initial configuration data for that server. Go to the Info tab to confirm the

configuration

file has been created.

Main Menu: Conflguration -» Sarvers

Haulpaim Hal Syt 11 St lidap B b | mand

DE-HO1 FietwErt DAMA CE-HO1 MO B Lo O MO ME
DS ebweri CLAMES -0 MO B Ce3 Cv MO ME

ibs-ca Capay Bani) BOE ARG ME

Insert Edit Delete Export Report
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6. | Primary SDS VIP: | 1. Click Info to display the download link for the SDS configuration data.
[] | Load the .
i 2. Click on the word downloaded.
TKLCConfig file
Main Menu: Configuration -» Servers
Wed Jun 01 14:
[ Fiterr «]{ info ¥
Info D
Hostname i rr( NOetails
o + Exported server data in TKLCConfigData.qs-sds-1.sh mfly be downloaded }
MI: 10
sgs-no-a OAMEP Ts=To=a [ e nallgk/ IMI- 168
ne_ede.1 Query QN2 ME  hannslnra XMIZ10.
3. Save the configuration file tp a USB flash drive.
[T — [
Sap e lPAE - ¥ M-
D pou weed b opeen o1 zave B file? “___,'l | LTt - b
@ Mave THLCCenhobota cE-mrevnc-d o e
- Tape s aukc Dle, LENE e
Framc  10.250.E5.025 G o
[ oma || S [ caca | e,
'I'
I"z N T £l 5002 1 0 bl e
fam o tmmpda o de rod b Pwcaracs de rol opano -
sm;.‘*.:,_mﬁ;_.ﬂ ¥ ..‘T :b:-..,. m L | -.h:. |
7. | Query Server: Connect to the Query Server console using one of the access methods
[] | Access the server | described in section 2.3.
console
8. | Query Server: Log into the Query server as admustr.
[] | Login login: admusr
Using keyboard-interactive authentication
Password: <admusr password>
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9. | Query Server:
[] | Load file

1. Insert the USB drive containing the server configuration file into the
server's USB port.

Figure 11. HP DL380 Gen8, Front Panel (USB Port)

-

Figure 12. HP DL380 Gen9, Front Panel (USB Port)

Output similar to this displays as the USB flash drive is inserted into the
SDS front USB port.

$ sd 3:0:0:0: [sdb] Assuming drive cache: write
through

sd 3:0:0:0: [sdb] Assuming drive cache: write through
<ENTER>

2. Press Enter to return to the command prompt.

10. | Query Server:
[] | Verify software
directory

Verify the USB drive has been mounted under the /media directory.

$ df |grep sdb

/dev/sdbl 2003076 8 2003068 % /media/sdbl
Note: Search df for the device named in the output.

11. | Query Server:
[] | Copythe
configuration file

$ sudo cp -p /media/sdbl/TKLCConfigData.gs-mrsvnc-1.sh
/var/TKLC/db/filemgmt/

12. | Query Server:
[1 | Unmount USB

1. Unmount the USB drive partition.

$ sudo umount /media/sdbl
2. Remove the USB drive from the server’s front panel.

Note: Itis important to remove the USB drive before continuing.
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13,
i

Query Server:
Copy
configuration file

1. Copy the Query server configuration file to the /var/tmp directory on the
server, making sure to rename the file by omitting the server hostname
from the file name. For example:

TKLCConfigData<.server_hostname>.sh translates to TKLCConfigData.sh

$ sudo cp -p /var/TLKC/db/filemgmt/TKLCConfigData.qgs-
mrsvnc-1.sh /var/tmp/TKLCConfigData.sh

Note: The server polls the /var/tmp directory for the presence of the
configuration file and automatically executes it when found.
After the script completes, a broadcast message is sent to the terminal.
Note: This step varies by server and may take 3-20 minutes to complete.
*** NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 16:17:13
2017) :

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for
details.

Please remove the USB flash drive if connected and
reboot the server.

2. Press Enter.

SDS NOAM A or

Verify the desired time zone is in use.

[] | B: Verify time $ date
zone
Mon Aug 10 19:34:51 UTC 2017
If the desired time zone is not displayed, set it with this command:
$ sudo set ini tz.pl <time zone>
For example, to set the time to UTC (aka GMT):
$ sudo set ini tz.pl “Etc/UTC”
See Appendix G for a list of all valid time zones.
15. | Query Server: $ sudo init 6
[] | Reboot the Query
server 1% bonding: bondd
1 BT [ the permancn Hidaddr
l inu by bondd. Set th lbaddr of ethe?
bar
|"| L&
bhondA: T e erface ethld
i« AHEH BT :BH § thls: changing MTU from 1588 to 1588
i: R Lhi1
16. | Query Server: After the server has completed the reboot, log into the server as admusr.
[] | Login login: admusr

Using keyboard-interactive authentication

Password: <admusr password>
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17.
i

Query Server:
Accept upgrade

Accept upgrade to application software.

[admusr@rlghnc-sds-QS ~]$ sudo
/var/TKLC/backout/accept

Called with options: --accept
Loading Backout::BackoutType: :RPM
Accepting Upgrade

Executing common accept tasks

Setting POST UPGRADE ACTION to ACCEPT in upgrade
info.

Cleaning backout directory.
Clearing Upgrade Accept/Reject alarm.
Cleaning message from MOTD.
No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...
Checking /
Checking /boot
Checking /tmp
Checking /usr
Checking /var
Checking /var/TKLC
Checking /tmp/appworks temp
Checking /usr/openv
Checking /var/TKLC/appw/logs/Process
Checking /var/TKLC/appw/logs/Security
Checking /var/TKLC/db/filemgmt
Checking /var/TKLC/rundb
Starting cleanup of RCS repository.
INFO: Removing '/etc/my.cnf' from RCS repository

INFO: Removing '/etc/pam.d/password-auth' from RCS
repository

INFO: Removing '/etc/pam.d/system-auth' from RCS
repository

INFO: Removing '/etc/sysconfig/network-
scripts/ifcfg-eth0' from RCS repository

INFO: Removing '/etc/php.d/zip.ini' from RCS
repository

INFO: Removing '/var/lib/prelink/force' from RCS
repository
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18. | Query Server: Verify the IMI and XMI IP addresses from step 3. have been correctly
[] | Verify IP loaded.
addresses $ ifconfig |grep in
bond0 Link encap:Ethernet HWaddr 98:4B:E1:74:16:34
bond0.4 Link encap:Ethernet HWaddr 98:4B:E1:74:16:34
inet addr:169.254.100.13 Bcast:169.254.100.255
Mask:255.255.255.0
bondl Link encap:Ethernet HWaddr 98:4B:E1:74:16:36
inet addr:10.250.55.127 Bcast:10.250.55.255
Mask:255.255.255.0
eth01 Link encap:Ethernet HWaddr 98:4B:E1:74:16:34
eth02 Link encap:Ethernet HWaddr 98:4B:E1:74:16:36
ethll Link encap:Ethernet HWaddr 98:4B:E1:74:16:34
ethl2 Link encap:Ethernet HWaddr 98:4B:E1:74:16:36
lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
19. | Query Server: 1. From the Query server, ping the IMI IP address for SDS NOAM A.
[] | Ping IMI and XMl

addresses

$ ping -c¢ 5 169.254.100.11
PING 169.254.100.11 (169.254.100.11) 56(84) bytes of data.
64 bytes from 169.254.100.11: icmp seg=1 ttl=64 time=0.021 ms
64 bytes from 169.254.100.11: icmp seg=2 ttl=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp seg=3 ttl=64 time=0.006 ms
64 bytes from 169.254.100.11: icmp seg=4 ttl=64 time=0.019 ms
64 bytes from 169.254.100.11: icmp seg=5 ttl=64 time=0.006 ms
---169.254.100.11 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.006/0.014/0.021/0.007 ms

2. From the Query server, ping the XMI Gateway address.

$ ping -¢ 5 10.250.55.1

PING 10.250.55.1 (10.250.55.1) 56(84) bytes of data.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55.
64 bytes from 10.250.55.1: icmp seqg=5 ttl=64 time=0.011 ms
--- 10.250.55.1 ping statistics ---

1: icmp seg=1 ttl=64 time=0.018 ms
1: icmp seg=2 ttl=64 time=0.016 ms
1: icmp seg=3 ttl=64 time=0.013 ms
1

icmp seg=4 ttl=64 time=0.016 ms

5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.011/0.014/0.018/0.005 ms
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20. | Query Server: Execute the ntpq command to verify the server has connectivity to the
[] | Verify connectivity | assigned NTP server(s).
$ ntpg -np
remote refid st t when poll reach
delay offset Jjitter
+10.250.32.10  192.5.41.209 2 u 184 256 175
0.220 46.852 35.598
*10.250.32.51 192.5.41.209 2 u 181 256 377
0.176 7.130 22.192
21. | Query Server: Execute the syscheck command to verify the state of the server.
[] | Verify system $ sudo syscheck
state Running modules in class hardware...
OK
Running modules in class disk...
OK
Running modules in class net...
OK
Running modules in class system...
OK
Running modules in class proc...
OK
LOG LOCATION: /var/TKLC/log/syscheck/fail log
Note: Stop and resolve any errors returned from syscheck before
continuing with the next step.
22.| Query Server: Exit to return to the server console to the login prompt.
[] | Exit S exit
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23.
i

Primary SDS VIP:
Add server to
OAM Server
Group

1. Navigate to Configuration > Server Groups.

= Main Menu
[+ ] Administration
[=] ‘=3 Configuration
[+] [C] Metworking
[ senvers
[ server Groups
[} Resource Domains

[7) Places

[ Place Associations

2. Select the new server group and click Edit.

Main Menu: Configuration -> Server Groups

Server Group Name Level Parent Function ggszf{:ﬁon Servers
Metwork Element: SDS_NE N
sds_no_armp A | NONE 303 1 SETNE BodeleE
sds-no-a
sds-no-b
£

Insert Edit Delete Report

3. Inthe portion of the screen that lists the servers for the server group,
find the Query server being configured. Mark the Include in SG

checkbox.
Server 5G Inclusion Preferred HA Role
sds-no-a Include in 5G [[] Prefer server as spare
sds-no-b Include in SG [[] Prefer servar as spare
gs-sds-1 Include in 5G [ Prefer server as spare

4. Leave other boxes unchecked and click OK.
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24.
i

Primary SDS VIP:
Make sure alarms

1. Navigate to Alarms & Events > View Active.

o | Wlaen Meru

Main Menu: Alarms & Events -> View Active

clear s () Advirisiration

& ) Configur stion
= (_j Marms & Eventa
| Vi At
'| ey s bory
| Ve Trap Log
sl 1) Security Log
o ) Status & Manage
- 'J Ll aam e

[Fier =] inke" =] Tosks ~ [ Gragh® =]

Bmftanl sl i Butdr ach e hitsin uk % mds o grp

Eval ID
Al et

1 i Lt Yve Prod Proo ME

Sy # o
o ) Commurication Agert
& ) 508

A VN AP Gusile

i relp

] Lagal Notices

[l hoagemat

Empert Haguire

2. Verify the Event ID 10200 displays with the Query server hostname in
the Instance field.

Monitor event ID 10200 (Remote Database re-initialization in progress). Do not proceed
to the next step until the alarm clears.

Main Menu: Alarms & Events -> View Active |Filtered)

Faawrt v Togim = Srmset v
i3 oT
Ewb 1D T oL L vy P st [T L3
S @
dnren T s NN
w0 2098-08-08 71-38:T) Db EDT Wb % e EpRSoNSeS  snE ME

L

Sirrots Ddhthid L AT DOkl Fiierts Doithrdi 8L TS Sl

25. | Primary SDS VIP: 1. Navigate to Status & Manage > Server.

[] | Verify status
[=] ‘3 Status & Manage

5 Network Elements
) Semver
T HA
7 Database
T KPls
| Processes
[ Tasks
(] Files

2. Verify the DB and Reporting Status is Norm and the Proc status is
Man for the Query server.

Wan Meawr Seatus & Manage -» Server

[
Sorvt Hostriom Pekwirt Bl
I 5N
B M
- o)
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26. | Primary SDS VIP: 1. Select the Query server and click Restart.
[] | Restart the Query

Server Hostname Network Element Appl State  Alm DB Rsfa"m”'s""“ Proc
server == Y { Fipisablea | e | e | Nerm [ Man
=dseno-s S0S_NE Enablec e e Norm Nerm

sds-no-b SDS_NE Enabled Warn Merm MNorm Morm

itop Restart Reboot  NTP Sync  Report

2. Click OK to confirm.

The Info banner displays a success message.
Main Menu: Status & Manage -> Server

e T

Info

Server Hosh :
0 « gE-sos-1: Successfuly restarted appiostion
155051

27. | Primary SDS VIP: | Verify the Appl Ste is Enabled, the DB, Reporting Status, and Proc are

[] | Verify status Norm for the Query server.
Appl Reporting
Server Hostname Network Element State Alm DB Status Proc
gs-sds-1 S0S_ME Enabled Warn Morm Morm Morm
sds-no-a S0S_NE Enabled  [JIEEEE Morm Morm Morm
sds-no-b SD5_ME Enabled Warn Mormn Morm Maorm

28. | Primary SDS VIP: | Click Logout.

[] | Logout
JEeUpdates | Help | Logged In Account guiadrrinf | Logout )
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5.4 OAM Installation for the DR SDS NOAM Site
Assumptions:

e The SDS network element XML file for the disaster recovery SDS provisioning site has been
previously created as described in Appendix E.

e The network element XML files are either on a USB flash drive or the laptop’s hard drive. This
procedure is written for XML files on a USB flash drive, but the files can exist on any accessible drive.

Procedure 6. Configure the DR NOAM Servers (DR SDS NOAM Site Only)

1. | Primary SDS VIP: | Log into the active SDS site with the XMI virtual IP address as the default
[] | Login user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Oracle System Login

Thu Jun 29 111924 2017 EDT

LogIn

Enter your username and password to log in

Session was logged out at 11:19:24 am.

Usermame
Password

Change password

Login
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2. | Primary SDS VIP: | 1. Navigate to Configuration > Networking > Networks.

Create the SDS
U = Main Menu

VIP network
element using the [ Administration
XML file [=] =y Configuration
[=] ‘=3 Networking
(] Networks
[] Devices
™ Rotes

2. Click Browse and type the pathname of the NOAM network XML file.

[ e Bl s E iyl T chi ik oA M b Eli vl apbaad § walid conligue i
B, | Poo Mo bntind

Cepargm & J01, ST16 Crede sl or i afflsina. &1 rights ram

Note: This step assumes the XML files were previously prepared as
described in Appendix E.

3. Select the location of the XML file and click Open.

Lessk: i | e LISEE | - [l

MyMebwotk  Fde game: DR_NO_DEY e sl |
y!ﬂ:;l [HETRE: |__.-'ne "'| Dgmin

Fibes: o ppe: | 2 Files [ - Cancel |

4. Click Upload File to upload the XML file.

To create a new Metwork Element, upload a valid configuration file:

zombie.xml Upload File
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3. | Primary SDS VIP: | Click Info to see the banner information showing that the data has been
[] | Vvalidate the file successfully validated and committed to the DB.
Main Menu: Configuration -> Networking -> Networks
| Info_ ~.
Info
o = Mebwork Element insert successful from AmpfSDS NO.xml.
Main Menu: Configuration -> Networking -> Networks
o w
SIFE_NE
METanrk Har Metwrk Type  Dalasin Lochid Anited VLAN fnL;I:l:IéI;U [
M e rea rog Yea 10,240 108 0,20
A AN MNa a5 Ma -] a 13 P34 .2 028
4. | Primary SDS VIP: | 1. Navigate to Configuration > Servers.
[] | Configure the DR

NOAM server

Note: This step
through to the last
step of this
procedure needs
to be done for
both the SDS DR
NOAM A and SDS
DR NOAM B
servers.

= Main Menu
[#] [C Administration
[=] ‘= Configuration
[+ [ Metworking
[ servers
[ Server Groups
(] Resource Domains

D Places

[ Place Associations
2. Click Insert.
3. Fill'in the fields:

Hostname: <Assigned Hostname for DR NOAM
server>

Role: Network OAM&P

System ID: <Assigned Hostname for DR NOAM

server>
Gen8: SDS HP Rack Mount
Gen9: SDS HP Gen9 Rack Mount
[Select NE from list where SDS DR (A or B)
is physically located]

(Optional) Enter the location of the server

Hardware Profile:

Network Element Name:

Location:
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Main Menu: Configuration -> Servers [Insert]

Adding a new server

Attribute Value

Hostname * dr-sds-no-a

Role * NETWORK OAM&P

System ID dr-sds-no-a

Hardware Profile SDS HP Gen9 Rack Mount
SDS HP Rack Mount

SDS HP c-Class Blade V0
. | SDS HP c-Class Blade V1
Network Element Name * | 5 4P ¢-Class Blade V2
SDS Cloud Guest
SDS TVOE Guest

Location Bangalore

Ok  Apply Cancel
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5. | Primary SDS VIP:
[] | Insert the VM

server

The network interface fields are now available with selection choices based
on the chosen hardware profile and network element.

XM {10.240.108.0126) 10.24D.108.13 xmi[v]| ] WLAN (14)

1M1 (169.254.2.0/26) 169.254.2.3 imi [v] [ wLan (15)

1. Type the DR SDS IP addresses for the MgmtVLAN network, select
bondO0 as the interface, and mark the VLAN checkbox.

2. Type the DSR SDS IP addresses for the IMI network, select bond0 as
the Interface, and mark the VLAN checkbox.

SDS (DR VLAN

NOAM) Network IP Address Interface | Checkbox
MgmtVLAN | 169.254.1.14

DR SDS-A bond0 /
IMI 169.254.100.14
MgmtVLAN | 169.254.1.15

DR SDS-B bond0 /
IMI 169.254.100.15

Notes:

e These IP addresses are based on the information in the NAPD and the
Network Element Config file.

e The MgmtVLAN only displays when 4948E-F Aggregation Switches are
deployed with SDS NOAM/Query Server RMS. If the MgmtVLAN is not
present, the IMI network values still apply.

3. Type the DR SDS IP addresses for the XMI network.

e For Layer 3, where no VLAN tagging is used for XMI, select bond1l
as the Interface and do NOT mark the VLAN checkbox.

or

e For Layer 2, where VLAN tagging is used for XMI, select bond0O as
the Interface and mark the VLAN checkbox.

SDS (DR NOAM) Network | Interface | VLAN Checkbox

bond1 x
DR SDS NOAM Server (A XM

or B) bond0O /

MCAUTION!!!

Itis crucial the correct network configuration be selected in this step.
Choosing an incorrect configuration results in the need to re-install the OS
and restart the Query server installation procedure from the beginning.
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6. | SDS NOAM A:
[] | Insert server

1. Click Add in the NTP Servers section.

NTP Servers:

NTP Server [P Address Prefer

2. Type the NTP Server IP Address.
NTP Sarvers:
NTF Server IP Address Prefer
10.250.3210 | Remove

3. Repeatto add 3 NTP server IP addresses.

4. Optionally, mark the Prefer checkbox to prefer one server over the

other.
HTP Servers:
HTF § W A il Prafe
@rver ress r an
10.250.32 10 Remove
1025032 51 Remove

10.250 32 129 @ Ramove

[e L} Apply  Cancsl

5. Click OK when you have completed entering all the server data.

7. | Primary SDS VIP: | From the GUI screen, select the SDS server and click Export to generate
[1 | Export the initial the initial configuration data for that server. Go to the Info tab to confirm the
configuration file has been created.
o o e sosnE | egae e
Insert Edit Delete Export Report
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8. | Primary SDS VIP:
[] | Load the
TKLCConfig file

1. Click Info to display the download link for the SDS configuration data.
2. Click on the word downloaded.

Main Menu: Configuration -> Servers

[ Fiter =]i infa =i

Info
Hostname ) Rt
= Exported server data in TELCConfigData. dr-sds-no-a_sh be downloaded
]
sds-no-a CAMER SIS E SIS TP SO TS mamyalon:

3. Save the configuration file tp a USB flash drive.

Sawr s %
Semin | = AL - » el ]
File Dawenload & _
=
D 5 Dul w0 peen 01 save Bais filET e
F R TeLOTon" phuka, drede-dabt-2.50 LJ'
_'rl Terer sh suin fim, 2,508 [T
Frome 10,2005, 125
gpen | [ see | [ Come h—
'I-!
y Conguam
Tk (ke hown U Ierr o o bas ool e Bes e ool ety
Tura sean cowmcus F pou cho re s thes scucs, do e o o - e 3 —
P R S L=l
Mp e, T i sl w Lozl

SDS DR NOAM
Server: Access
the server console

®

Connect to the SDS DR NOAM Server console using one of the access
methods described in section 2.3.

10. | SDS DR NOAM
[] | Server: Login

Log into the DR NOAM as admusr
login: admusr
Using keyboard-interactive authentication.
Password: <admusr password>
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Configure the DR NOAM Servers (DR SDS NOAM Site Only)

11. | SDS DR NOAM 1. Insert the USB drive containing the server configuration file into the
[] | Server: Load file server’'s USB port.
Figure 13. HP DL380 Gen8, Front Panel (USB Port)
Figure 14. HP DL380 Gen?9, Front Panel (USB Port)
Output similar to this displays as the USB flash drive is inserted into the
SDS front USB port.
$ sd 3:0:0:0: [sdb] Assuming drive cache: write
through
sd 3:0:0:0: [sdb] Assuming drive cache: write through
<ENTER>
2. Press Enter to return to the command prompt.
12. | SDS DR NOAM Verify the USB drive has been mounted under the /media directory.
[] | Server: Verify $ df |grep sdb
software directory /dev/sdbl 2003076 8 2003068 1% /media/sdbl
13. | SDS DR NOAM 1. Unmount the USB drive partition.
[] | Server: Unmount $ sudo umount /media/sdbl

USB

2. Remove the USB drive from the server’s front panel.

Note: Itis important to remove the USB drive before continuing.
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Configure the DR NOAM Servers (DR SDS NOAM Site Only)

14,
i

SDS DR NOAM
Server: Copy the
configuration file

1.

TKLCConfigData<.server_hostname>.sh translates to TKLCConfigData.sh

Note: The server polls the /var/tmp directory for the presence of the

Afte

Note: This step varies by server and may take 3-20 minutes to complete.

2.

Copy the server configuration file to the /var/tmp directory on the server,
making sure to rename the file by omitting the server hostname from the
file name. For example:

$ sudo cp -p /var/TLKC/db/filemgmt/TKLCConfigData.dr-
sds-no-a.sh /var/tmp/TKLCConfigData.sh

configuration file and automatically executes it when found.

r the script completes, a broadcast message is sent to the terminal.

*** NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 16:17:13
2017) :

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for
details.

Please remove the USB flash drive if connected and
reboot the server.

Press Enter.

SDS NOAM A or

Veri

fy the desired time zone is in use.

[] | B: Verify time $ date
zone
Mon Aug 10 19:34:51 UTC 2017
If the desired time zone is not displayed, set it with this command:
$ sudo set ini tz.pl <time zone>
For example, to set the time to UTC (aka GMT):
$ sudo set ini tz.pl “Etc/UTC”
See Appendix G for a list of all valid time zones.
16. | Server NOAM A: $ sudo init 6
[ ] | Reboot the OAM [root@host 1322679281 "1 init 6
server [rootPhost 1781 I bomd 1 bond® :  Femmowued miy lave sthd?
somding: 1 Warning: the permanent HWaddr of eth:
till im u iy bondB. Set the Hdadde of ethBZ2 to a differ
nd 1ict
S0l 1 relea ] active interface sthAs
s 1 making interface ethls th i Al 1o
somid | Removing =lave ethld
ST | iy - active interface ethld
|HHAe AHEH .87 B8 hld: amging MU from 156HE
SN 1
17. | SDS DR NOAM After the server has completed the reboot, log into the server as admusr.
[] | Server: Login login: admusr

Using keyboard-interactive authentication
Password: <admusr password>
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18. | SDS DR NOAM Verify the IMI and XMI IP addresses from step 5. have been correctly
[] | Server: Verify IP loaded.

addresses $ ifconfig |grep in
bond0 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C

bond0.4 Link encap:Ethernet HWaddr
98:4B:E1:74:15:2C

inet addr:169.254.100.14
Bcast:169.254.100.255 Mask:255.255.255.0

bondl Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E

inet addr:10.250.55.161 Bcast:10.250.55.255
Mask:255.255.255.0

eth01 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
eth02 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
ethll Link encap:Ethernet HWaddr 98:4B:E1:74:15:2C
ethl?2 Link encap:Ethernet HWaddr 98:4B:E1:74:15:2E
lo Link encap:Local Loopback

inet addr:127.0.0.1 Mask:255.0.0.0

19. | SDS DR NOAM Execute the ntpg command to verify the server has connectivity to the
[] | Server B: Verify assigned primary and secondary NTP server(s).

connectivity $ ntpg -np

remote refid st t when poll reach
delay offset Jjitter

+10.250.32.10 192.5.41.209 2 u 59 64 377
0.142 -2468.3 99.875
*10.250.32.51 192.5.41.209 2 u 58 64 377

0.124 -2528.2 128.432

If connectivity to the NTP server(s) cannot be established, stop and contact the customer
IT group to provide a network path from the SDS NOAM server XMI IP to the assigned
NTP server IP addresses. Once network connectivity is established, repeat step 19.
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20. | SDS DR NOAM Execute the syscheck command to verify the state of the server.

[] | Server: Verify $ sudo syscheck

system state Running modules in class hardware...

OK
Running modules in class disk...

OK
Running modules in class net...

OK
Running modules in class system...

OK
Running modules in class proc...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log

Note: Stop and resolve any errors returned from syscheck before
continuing with the next step.

21.| SDS DR NOAM Exit to return to the server console to the login prompt.
[] | Server: Exit $ exit

22. | Repeat Configure SDS B by repeating steps 4. through 21. of this procedure.

If aggregation switches are installed and 4948E-F switch configuration has not been
completed before this step, stop and execute the following procedures:

APPENDIX D.1
APPENDIX D.2 (Appendix D.2 references Appendix D.3, where applicable).
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23.
i

SDS DR NOAM:
Ping IMI and XMI
addresses

1.

From SDS DR NOAM A, ping the IMI IP address configured for SDS DR
NOAM B.

$ ping —c¢ 5 169.254.100.15

PING 169.254.100.14 (169.254.100.15) 56(84) bytes of data.

64 bytes from 169.254.100.15: icmp seg=1 ttl=64 time=0.021 ms
64 bytes from 169.254.100.15: icmp seg=2 ttl=64 time=0.011 ms
64 bytes from 169.254.100.15: icmp seg=3 ttl=64 time=0.020 ms
64 bytes from 169.254.100.15: icmp seg=4 ttl=64 time=0.011 ms

64 bytes from 169.254.100.15: icmp seg=5 ttl=64 time=0.023
ms<CTRL-C>

-—-169.254.100.15 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999%ms
rtt min/avg/max/mdev = 0.011/0.017/0.023/0.005 ms

From SDS DR NOAM, ping the XMI gateway address.

$ ping 10.250.55.161

PING 10.250.55.161 (10.250.55.161) 56(84) bytes of data.

64 bytes from 10.250.55.161: icmp seg=1 ttl=64 time=0.021 ms
64 bytes from 10.250.55.161: icmp seg=2 ttl=64 time=0.017 ms
64 bytes from 10.250.55.161: icmp seg=3 ttl=64 time=0.017 ms
64 bytes from 10.250.55.161: icmp seg=4 ttl=64 time=0.022 ms

64 bytes from 10.250.55.161: icmp seg=5 ttl=64 time=0.012
ms<CTRL-C>

---10.250.55.161 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 3999%ms
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms

From SDS DR NOAM, ping the primary SDS VIP address.

$ ping -c¢ 5 10.250.55.126

PING 10.250.55.126 (10.250.55.126) 56(84) bytes of data.

64 bytes from 10.250.55.126: icmp seg=1 ttl=64 time=0.021 ms
64 bytes from 10.250.55.126: icmp seg=2 ttl=64 time=0.017 ms
64 bytes from 10.250.55.126: icmp seg=3 ttl=64 time=0.017 ms
64 bytes from 10.250.55.126: icmp seg=4 ttl=64 time=0.022 ms

64 bytes from 10.250.55.126: icmp seg=5 ttl=64 time=0.012
ms<CTRL-C>

---10.250.55.126 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 3999%ms
rtt min/avg/max/mdev = 0.012/0.017/0.022/0.006 ms
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5.5 OAM Pairing for DR SDS NOAM Site

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 7. Pair the DR SDS NOAM Servers (DR SDS NOAM Site Only)

1. | Primary SDS VIP:
[] | Login

Log into the active SDS site with the XMl virtual IP address as the default
user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Oracle System Login

Thu Jun 29 111924 2017 EDT

Log In

Enter your username and password to log in

Session was logged out at 11:19:24 am.

Usermname
Password

Change password

Login
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2. | Primary SDS VIP: 1. Navigate to Configuration > Server Groups.
[] | Create a server

group = Main Menu

[+] ] Administration
[=] ‘=3 Configuration
[+] ] Metworking
[F) servers
[ Server Groups
[Z] Resource Domains

D Places
2. Click Insert.

Insert Report

3. Fillin the following fields:

Server Group Name: <Server Group Name>
Level: A

Parent: None

Function: SDS (Active/Standby Pair)

WAN Replication Connection Count: Use Default Value (1)
Main Menu: Configuration -> Server Groups [Insert]

e

Adding new server group

Field Wadise D criphion
Sprver Gaoup Mame * dl_s:.‘h._ arp ::;:'::::Hr
Lswal * 9 Sobacl ana o
Patent ® HONE Sekecl an el
Funétion * EE Sedacl o o
WAN Replication Connection Count 1 Spscity the n

Ok Apply Cancel

4. Click OK.
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3. | Primary SDS VIP:
[] | Add server to OAM
Server Group

1. Select the new server group and click Edit.

Main Menu: Configuration -> Server Groups
Tha Oct 11 110056 2

Filter" =
-.Surmﬁr;unhlnu . Level Parent Function Connection Count  Servers

Car_sds_gm ‘A [none [sos |1

Insert Edit Delete Report
Mark the Include in SG checkbox next to the A and B servers.
Click Apply.

Click Add next to VIP Address to add an IP.

Type the VIP Address and click OK.

o > DN

VIF Addi
ress Add

10.240.108.29 Remove

Ok  Apply Cancel

Primary SDS
NOAM VIP: Make
sure alarms clear

Es

1. Navigate to Alarms & Events > View Active.

~ i Ay
.Y :':‘u'.';um Main Menu: Alarms & Events -> View Active
. _|:a'||-fljﬂi-¢.‘l'\f\l : Filter .l_ infe” w| Tagks [ Cieageh” .,;
- | e L veris,
1 Vi Active
wflan] e S sbslir o e hddn ul . LT

| Wi Hislary
'| View Trap L 34

o ) Security Log Seq 8
o ) Status & Mandge Al lant Additunal Inla

| Meazmerms

Evwemi I i iarmip Srwe Prod Proo NE

) Communication Agert
= ) 508
iy AR Gracle
& Help
7 Legal Motices
R F Export Rapori

2. Verify the Event ID 10200 displays with the DR SDS NOAM server
hostname in the Instance field.

Page | 70

E93224-01




Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 7.
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Monitor event ID 10200 (Remote Database re-initialization in progress). Do not
proceed to the next step until the alarm clears for both DR SDS NOAM servers.

Main Menu: Alarms & Events -> View Active (Filtered)
Towes -

Lol

Event i T L BT vy Proatusct Procsss LT3
— Admren Tt At W0
200 0080808 10 38 Ol EDIT - Ca puSoepSen 508
N St btk e TN ) il Rirroim Dlthfchid " EEl IS PSSl
5. | Primary SDS 1. Navigate to Status & Manage > Server.
[] | NOAM VIP: Verify
status [=] ‘3 Status & Manage

] Network Elements
| Semver
_‘ HA
7 Database
T KPIs
] Processes
] Tasks

D Files

2. Verify the DB and Reporting Status is Norm and the Proc status is
Man for both DR SDS NOAM servers.

Server Hostname Network Element
dr-sdsnc-a SDS_ME
sds-no-a SDE_MNE
sds-no-b SDS_NE

Primary SDS 1. Select the SDS DR NOAM server and click Restart——

6.
D NOAM VIP: Server Hostname Network Element Appl State  Alm DB Eg’hcj';ﬁ“’ Froc
Restart the Sbs | dr-sds-no-a | SOS_NE | IIDiSSBIEEN | INERIN | Norm { Norm i Man
DR NOAM server ‘ sds-no-a | SjS:NE I Enabled I_I Morm I Morm I Bloem
sds-no-b SDS_NE Enabiad ER o Marm Porm

stop  Restart FRebooct WTP Sync  Report
2. Click OK to confirm.
The Info banner displays a success message.

Main Menu: Status & Manage -> Server

[ Fiterr =] nia !
Info
Server Host L
o = dr-sds-no-a: Successfully restarted application.
dr-sds-no-a
e L=l L | =
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7. | Primary SDS Verify the Appl Ste is Enabled, the DB, Reporting Status, and Proc are
[] | NOAM VIP: Verify | Norm for the SDS NOAM A server.
Status Main Menu: Siatus & Manage -> Server

8. | Primary SDS 1. Select the SDS DR NOAM B server and click Restart.

D NOAM VIP: Server Hostname Network Element Appl State  Alm DB Reporting o
Restart the SDS _— — EW_E_ENH e
NOAM B server ;sds-nc»s ;SBS:NE :Enableﬂ :_:Ncr'n :Norm :Nurm

sds-nob SDS_NE Enabizd EE o Marm Morm
itop  Restart Rebooct NTP Sync  Report
2. Click OK to confirm.
The Info banner displays a success message.
Main Menu: Status & Manage -= Server
Filler =|: Info =
Info
Zarver Hos ni
cenoa o « BE-no-to Successfuly rastarted application.
EdE-No-b BOS_ME

9. | Primary SDS 1. Verify the Appl State is Enabled, and DB, Reporting Status, and Proc

[] | NOAM VIP: Verify are Norm for both servers.
status

Main Menu: Status & Manage -> Server

2. Wait at least 5 minutes before proceeding to the step.

Important: Now that the server(s) have been restarted they must
establish a master/slave relationship for High Availability
(HA). It may take several minutes for this process to be
completed.

10. | Primary SDS VIP: Repeat all steps listed in Procedure 5 except use the DR SDS NOAM NE

[] | Add the Query and Server Group instead of the Primary SDS NOAM NE (1% SDS NOAM

server for the DR
SDS

site) and Server Group.
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5.6 Add SDS Software Images to PMAC Servers (All SOAM Sites)

This procedure must be done once for each DSR signaling site, which is also a SDS SOAM site.

This procedure assumes the PMAC server has already been installed as described in [3].

Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

1. | Active SDS VIP Log into the HP server as the admusr:
[l | (CLI): Login login: admusr
Using keyboard-interactive authentication.
Password: <admusr password>
2. | Active SDS VIP Navigate to the /var/TKLC/upgrade/ directory.
[] | (CLI): Change $ cd /var/TKLC/upgrade/
directory
3. | Active SDS VIP Verify the SDS ISO file is present.
[1 | (CLI): Verify ISO $ 1s
file is present SDS-8.1.0.0.0_80.16.0-x86_64.1s0
4. | Active SDS VIP sftp the SDS ISO file to the PMAC server.
[1 | (CLI): Trransfer $ sftp
ISO file pmacftpusr@<PMAC Mgmt IP address>:/var/TKLC/upgrade/
Password: <admusr password>
Changing to: /var/TKLC/upgrade
sftp> put SDS-8.1.0.0.0 80.16.0-x86_ 64.iso
Uploading SDS-8.1.0.0.0 81.16.0-x86 64.iso to
/var/TKLC/upgrade/SDS-8.1.0.0.0 81.16.0-x86_64.iso
SDS-8.1.0.0.0 80.16.0-x86 64.iso  100% 853MB 53.3MB/s 00:16
$SDS-8.1.0.0.0_80.16.0-x86_64.iso 100% 853MB 53.3MB/s 00:16
Note: After the ISO has been transferred to PMAC server, the file can be
removed from /var/TKLC/upgrade directory from this server.
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5. | PMAC Server Log into the active PMAC Guest server with the Mgmt IP address as the
[] | GUI: Login default user.
If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).
ORACLE
Oracle System Login
Thu Jun 29 111924 2017 EDT
LogIn
Enter your username and password to log in
Session was logged out at 11:19:24 am.
Username
Password
Change password
Login
6. | PMAC Server 1. Navigate to Software > Manage Software Images.
[] | GUI: Add the ISO ) i
image - Qli'laln Menu
+] ] Hardware
=] i3 Sofware
(] Software Invantory
] Manage Software Images
] VM Management
= (] Storage
=] [ Administration
=] [ Status and Manage
] Task Monitoring
& Help
1 Lagal Motices
2. Click Add Image.
Main Menu: Software -> Manage Software Images
Theii et B1 IRi2Mi 26 2000 UTE
Tasks* =
Image Hame Type Architecture D
Thare are No iIMages in repositoany
At Image
Copyraght @ 2010, 2018, Oracle and/or its afikates, All rights ressred
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7. | PMAC Server 1. Select the Path for the SDS ISO file from the /var/TKLC/upgrade
[] | GUI: Add the ISO directory.
image

Optionally add a Description.
3. Click Add New Image.

Main Menu: Software -> Manage Software Images [Add Image]

Images may be added from any of these sources:

+ Oracle-provided media in the PM&C host's CD/DVD drive (Refer to Mote)
» USB media attached to the PM&C's host (Refer to Mote)
« External mounts. Prefix the directory with "extfile ™.
« These local search paths:
o NarTKLClupgrade/.iso
o NarTKLC/smac/imagelisoimages/home/smacfpusr™.iso

MNote: CD and USE images mounted on PM&C's WM host must first be made accessible to the PME
Management.

Path: WwanTKLC/upgrade/SD5-8.0.0.0.0_80.16.0-x86_84 iso hd

Description:

Add New Image Cancel

4. Click OK to confirum removing the source image.

Click OK o remowe the image from AanTELCupprase drechory after ilis added 10 e reposilon. Chck Canal 10 ke itihers.

QK Cancal
[_}. ! |
5. Monitor progress on the screen and on the Tasks screen.
Main Menu: Software -> Manage Software Images [Add Image]
Info
‘ » Software image fvarnTKLC/upgrade/SDS-8.0.0.0.0_80.16.0-x86_64 iso will be added in the background. T
ﬂ = The ID number for this task is: 6654. Tlu
d (]
Image Name Type Architecture  Description
oracle-7.4.0.0.0_74.3.0-x86_64 Upgrade xB6_64
oracleGuest-8.0.0.0.0_80.8.0-x85_64 Upgrade xB6_64
E 5DS-8.0.0.0.0_80.16.0-x86_64 . Upgrade xB6_64 .
TPD.install-7.0.3.0.0_86.46.0-CracleLinux6.7-x86_64 Bootable xB6_64
TPD.install-7.3.0.0.0_88.258.0-OracleLinux6.8-x86_64 Bootable xB6_64
TPD.install-7.4.0.0.0_88.30.0-CracleLinux6.8-x86_64 Bootable xB6_64

Page | 75 E93224-01



Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 8. Add SDS Software Images to PMAC Servers for DSR Signaling Sites

8. | PMAC Server Click Logout.
[] | GUI: Logout

JEe Updates | Help | Logged InaAccount guiadmin Ling st
9. | PMACServer If the TPD ISO has not been loaded onto the PMAC already, add the TPD
[] | GUI: Load TPD ISO image to the PMAC. This can be done in one of three ways:

1SO ¢ Insert the Application CD required by the application into the removable

media drive.
e Attach the USB device containing the ISO image to a USB port.

o Copy the application ISO file to the PMAC server into the
/var/TKLC/smac/image/isoimages/home/smacftpusr/ directory as
pmacftpusr user:

cd into the directory where your ISO image is located on the TVOE
Host (not on the PMAC server).
Using sftp, connect to the PMAC server
$ sftp pmacftpusr@<pmac management network ip>
$ put <image>.iso
After the image transfer is 100% complete, close the connection:
$ quit

5.7 OAM Installation for SOAM Sites (All SOAM Sites)

Assumptions:

e This procedure assumes that the SOAM Network Element XML file for the SOAM site has previously
been created, as described in Appendix E.

e This procedure assumes that the Network Element XML files are either on a USB flash drive or the
laptop’s hard drive. The steps are written as if the XML files are on a USB flash drive, but the files
can exist on any accessible drive.

This procedure is for installing the SOAM software on the OAM server blades located at each DSR
Signaling Site. The SOAM and DSR OAM servers run in two virtual machines on the same HP C-Class
blade.

This procedure assumes DSR 8.2 or later OAM has already been installed in a virtual environment on the
server blade, as described in as described in [3].

This assumption also implies that the PMAC server has been installed and that TVOE has been installed
in the OAM server blades. This procedure also assumes that the SDS software image has already been
added to the PMAC server, as described in section 5.6.
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Procedure 9. Configure the SDS SOAM Servers (All SOAM Sites)

1. | PMAC Server Log into the active PMAC Guest server with the Mgmt IP address as the
[] | GUI: Login default user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Thu Jun 29 111924 2017 EDT

Oracle System Login

Login
Enter your username and password to log in

Session was logged out at 11:19:24 am.

Usermame
Password

Change password

Login
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Configure the SDS SOAM Servers (All SOAM Sites)

2. | PMAC Server 1.
[] | GUI: Verify TVOE

installation

Navigate to Hardware > System Inventory > <Cabinet> >
<Enclosure> > <Server Blade>.

= Main Menu
5] i3 Hardware

ORACLE Platform Management & Configuration 6.4.0.0.0-646.0

Main Menu: Hardware -> System Invet

=] 3 System Inventory
C1 Cabinet 504
= 3 Cabinet 505 Hardware | Software  Network VM Info
[=] =3 Enclosure 50502
Enclosure Info B
= Entity Summary Product Are:
[©) Bay 0AR-CA :
D Bay 0BR-0A EEanrType s;;jezralade FMznufta:tur
D Bay 1F-Server Blade nElpsuUre (Ll
Bay 2F-Server Blade Bay TF e
D ¥ Hot-swap State  Active ProductVersi
D Bay 3F-Server Blade :
Serial Numb
D Bay 4F-Server Blade AsselT:
D Bay 5F-Server Blade File

[©) Bay 6F-Server Blade
[Z) Bay 7F-Server Blade
[©) Bay &F-Server Blade
[©) Bay 9F-Server Blade

2. Select the Software tab and verify the TVOE application has been

installed.

Main Menu: Hardware -> System Inventory -> Cabinet 600 -> RMS p3Sen

w Oct 11 18:33:00 2010 0

PRI Software Networs L
Operating System Details Application Details
Operaing System  Rad Hat Enterprise Linex Sarver Appication TVOE
Operating System Version 69 Version 3500083450
1902333850 Function
Patiorn Software TPD (188_64) Desgnation
Platlum Version 7500088460 i
Upgrace State  Not in Upgrade
install OS Reset
Upgrade
Patch

If TVOE was not installed or is the incorrect version on the blade server, stop and

execute these steps:

Note:

Verify the enclosure and bay number are correct.

Refer to [1] for TVOE installation or contact DSR installation engineer to confirm the
location of the OAM blade and status of TVOE installation.

Restart this procedure.

It is assumed the TVOE version corresponds with the correct DSR and SDS
installation guidelines. This can be checked by executing appRev.
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3. | PMAC Server 1. Navigate to VM Management.
[] | GUI: Create a _
guest account = Main Menu

] Software
(] VM Management
(7 Storage
[ Administration
[ Status and Manage
[7] Task Monitoring
& Help
[7] Legal Nofices
(= Logout

2. Inthe VM Entitites box, select the desired server.
3. Click Create Guest.

Main Menu: VM Management
Thu Oct 11 18:34:46 2018 UTC

Tasks* «
. VM Entities i View host on 8F in enclosure 60001
Refresh T2 VMinfo = Software  MNetwork  Media
&) Enc: 60001 Bay. 1# Symmary Brdges  Storage Pools  Memaory

=) Enc: 50001|Bay 8

B Enc: 60001 Bay: 9F | Host Name. hostnameb00dc7270eed
+] =) Enc: 60001 Bay: 1( Location: bay 8F in enclosure 60001
+| = Enc: 60001 Bay: 1z
+] /B Enc: 60001 Bay: 1

=l RMS: p3Servert

il ORAT S aranrs

Create Guest

4. Click Import Profile.
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Create guest

SANMUTIADy

Set Power Stale  On

Guest Name [Required)

Host  Enc: 60001 Bay: 8f
Number of vCPLUs. 1
Memory (MBs) 4096
Available host memory: 128588 MB

Ak dw

VM ULID
Enabile Virtual Waichdog

Import Profile  Cancel

5. Select ISO/Profile option that matches the hardware for the SOAM VM
TVOE server and click Select Profile.

Choose Profile

SDS TVOE HW Type (<Application ISO

Release | (BL460 Blade Server) | Role NAME>) >
Gen8/Gen9 Blade (if 1 | SOAM-A | DP_SOAM_A

8.2 Billion subscribers

support is not needed) | SOAM-B | DP_SOAM_B

Gen8/Gen9 Blade (if1 | goaM-A
8.2 Billion subscribers DP_SOAM_1B_RE
support is needed) SOAM-B

Note: Application_ISO_NAME is the name of the SDS application ISO to
be installed on this SOAM.

Import Profile

ISO/Profile:  SDS-8.0.0.0.0_80.10.0-x86_64 == DP_SOAM_A
Num CPUs: 4
Memory (MBs): 16384

Virtual Disks”  prim  size (MB) Pool  TPD Dev

+ 112640 vyguests

NICs: Bridge  TPD Dev
control control

imi imi

Xmi Xmi

Select Profile Cancel

6. Overwrite the Name with the server host name (for example, so-mrsvnc-
a).
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7. Click Create.

Main Menu: VM

Management

Cow =)

VM Entites

Refresh  8)

& Enc: 60001 Bay
&) Enc 60001 Bay
A Enc 60001 Bay
+ &) Enc 60001 Bay
+ A Enc 860001 Bay
s M Enc 60001 Bay
A RMS: piServert
+ M RMS: piServers
s M BVOETO
o S UUID 20edsd?

8. Verify that task successfully completes by monitoring progress on the

screen and u

Create guest

1F Symmary Virtual Disks Virtual NICs
8F

9

10F Set Power State  On

12F

16F Guest Name (Required)

Host Enc 60001 Bay OF

Number of vCPUs 1
Memory (MBs) 4096

Available host memory: 128988 MB

VM UUID
Enable Virtual Watchdog v

import Profile  Cancel

nder the Tasks tab.

Main Menu: VM Management

| M s

View guest guest!

&)

i A Ve D02 Bay 1
B Brc 00902 Bay 2F
2 Erc B0502 Bay 3
2 U 50302 Day 5F
2 Brc 30802 Bay TF
F PR
‘onm
B RMOM00SL0Y |
;S A hoion
. SO Mo

Wil LA Newen Veda
Sunnace ! Orpe e! N

Current Power Saae Runnang
S0l Power e On * Changw
Guest Name (Requied) guestt
Howt Eimc: §0802 Bay: TP

Number of vCPUs ¢

Memory (MBs) 2,040

VIALAED BIBTA601 0477 4abd 2020

ABD1Chatdd0
Enable VWi Walchaog

Oelete Chone Gunnl

Thie Ot 11 18:124:46 2018 UTC

Nulrush Owvicw Map  nisd O%

Uy wiw |
Pach ’
Main Menu: VM Management
Tasks w
Target Status State Task Output Running Time Start Time
| Gr:‘:t% i:tﬂlrﬂg Success COMPLETE D 0:09:34 | fg;‘;l‘?;s'ﬁ
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4.
0

PMAC Server
GULI: Install the
operating system

1. Click Install OS.

VM Info Software Metwork  Media

Surmmary  Virteal Disks  Virtual NICs
Virtual NICs
Host Bridge Guest Dev Name MAC Addr
control control 02:d7¥.55:59fe3.70
XITH T 02:76.5a:6a:aa: 2
imi irmi 02:25.58:be:94.b3

Delete Clone Guest Refresh Device Map Install 05
Upgrade
Patch
2. Select the desired TPD image and click Start Install.
Select Image
Image Name Type Architecture Description
:TF'D.instaII—?.3.D.D.D_SS.ZT.D—DracIeLinuxﬁ.S— | Bootable | x86_64 i 8827
| X86_64 | | |
TPD.install-7.3.0.0.0_8&&.28.0-CracleLinux&.8- Bootable x86_64 88.28
x86_64
TVOE-3.3.0.0.0_88.27.0-x86_64 Bootable x86_64 B88.27
TWOE-3.3.0.0.0_88.28.0-x86_64 Bootable xB6_64 88.28
e o

Click OK to confirm.

4. Monitor the task by navigating to Task Monitoring. It takes about 11
minutes to complete. Progress displays as 100%, Status shows

Supply Software Install Arguments (Optional)

Start Software Install

Success, and State displays as Complete.

Back
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Wi Wenu: Task Monsoring

E [ Taig ladai aaw T ™ anrn
e §EREZ Baw IF : e = L
160 g — [T L T [E B St o
§ I = i . - 4 -
1
14 v # LT o -
il LT i :'I o
87 Bag a {
‘ . o - 1
- e t
I e i Byl # - i
mmnll
dd e Ll LEE 1T ELETE Pl Taes

[ e

PMAC Server
GUI: Upgrade the
network

]9

1. Navigate to VM Management.

= Main Menu
[+] (O] Hardware
[+] [ Software
[] VM Management
[+] ] Storage
[+] [ Administration
[+] [ Status and Manage
[] Task Monitoring
& Help
(] Legal Mofices
(= Logout
2. Under VM Entities column, expand (+) plus sign on the Host server
containing the newly created VM Guest.
3. Select the Software tab and verify the OS has been installed.

Main Menu: VM Management

VM Entities View guest guest1
Refresn ) VMInfo | Software = Metwork  Media

+] M= Enc: 50502 Bay: 1F
+| B Enc: 50502 Bay: 2F
<] B Enc: 50502 Bay: 3F
+] M= Enc: 50502 Bay: 5F
B Enc: 50502 Bay: TF

Operating System Details ~ Application Details

Operating System Details

=1 i,HMS' RMS50004U03 Qperaling System

12 questt QS Version
B guest? TPD UUID
+] E), RMS: amarilloHost I Hostname

+| B, UUID: d2aBstia
= Platform Software

Platform Version

Upgrade State

Red Hat Enterprise Linux Server

6.8

b41067bc-3f33-4adc-aac7-b9c 4b0bES20
hostnamebSc4b0bES20

TPD (x36_64)

7300083280

Mot In Upgrade

VM.
6. Click Upgrade.

Delete
Upgrade
Patch

4. Select the Application Details heading and verify the table is blank.

Select the Network tab and note the control IP address for this SOAM
It is referenced later.

Clone Guest Refresh Device Map Install 05
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VM Ertities View guest guesti
Retresh L) W Irif fware | Metwork | Madia
+/ M Enc: 80502 Bay: 1F
+| J Enc: 50502 Bay: IF Network Interfaces
+ JW Enc: 50507 Bay. 3F
+ JM Enc: 50507 Bay. 5F Pt P Acdrens  Admin Oper
M8 Enc: 50507 Bay: TF —— feB0 1B bt fed 1 0742 up m
= A RME RMES0004UDY ) 168 254 118 184 p up
F
M ez Delete  Clone Guest  Refresh Device Map  Install 05

[ ‘RMS armaniloHast "

Urpgrade
o A UUID dlsbeifa

Patch

7. Select the correct SDS version from the Image Name list.

Software Upgrade - Select Image

Tasks =

Targets Select Image

Entity Status Image Name

Host IF: ...:e0ff:fe75:d4bd apps-7.2.0.0.0_72.20.0-x856_54
Guest: = -
Multitppd SOSS0AMI DSR-7.2.0.0.0_72.18.0-x86_654

k D5R-8.0.0.0.0_80.10.0-x36_54
DSR-8.0.0.0.0_80.8.0-x85_64
DSR-8.0.0.0.0_80.9.0-x85_&4
mediation-7.2.0.0.0_72.20.0-x86_64

S B e T R T L I . V)

8. Click Start Software Upgrade.

Select Image

' Image Name Type Architecture Description
oracleGuest-5.0.0.0.0_80.8.0-x86_64 Upgrade wB6_64
1 5D5-8.0.0.0.0_80.16.0-x86_64 1 Upgrade | XB6_64
TPD.install-7.0.3.0.0_86.46.0-CracleLinux6.7-

XB6. 64 Bootable xB6_64
TPD.install-7.3.0.0.0_88 28 0-CracleLinux§.8-

8664 Bootable xB6_64
TPD.install-7.3.0.0.0_88.30.0-CracleLinux§.8-

XB6._64 Bootable xB6_64

Lo o

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade Back

9. Click OK to confirm.

10. Monitor the task by navigating to Task Monitoring. It takes about 8
minutes to complete. Progress displays as 100%, Status shows
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Success, and State displays as Complete.

Main Marni: Task Monitanng

1 - | (
6. | Repeat Repeat steps 2. through 5. of this procedure for the SOAM B server.
[]
7. | PMAC Server Click Logout.
[] | GUI: Logout

JEeUpdates | Help | Logged In Account guiadrrin! | Liog Out )

8. | Primary SDS VIP: | Log into the active SDS site with the XMI virtual IP address as the default
[] | Login user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Thu Jun 29 111924 2017 EDT

Oracle System Login

Login

Enter your username and password to log in

Session was logged out at 11:19:24 am.

Username
Password
Change password

Login
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9. | Primary SDS VIP:
[] | Create the SDS
VIP network
element using the
XML file

1. Navigate to Configuration > Networking > Networks.

= = Main Menu
[ Administration
[=] ‘3 Configuration

[=] ‘3 Networking
D Metworks

D Devices
A Routes

2. Click Browse and type the pathname of the NOAM network XML file.

il s M Esprraeal
Bk

T i A My

i il

i Elarrand, aphaid i wabd conliuris

Tl a1l

Cepargm £ 1010, STI%

Note:
described in Appendix E.

3. Select the location of the XML file and click Open.

Choose Tile
Lock v [ UG8 - rEgE
} = D W Do, e, il
- } = | N _DER.me ool
Hy Aacarid |
Dpcumens: ] TRl Confighat s descs-dalacte a.sh
Diirikitop
M D il
My Conpeet
" == =
=l -
Filaz ol [pym |eaFies ) = s

4. Click Upload File to upload the XML file.

To create a new Metwork Element, upload a valid configuration file:

Upload File

Browse... | zombie.xml

Crics anelor ka aitksina, AN righis rae

This step assumes the XML files were previously prepared as
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10. | Primary SDS VIP: | Click Info to see the banner information showing that the data has been
[] | Vvalidate the file successfully validated and committed to the DB.

Main Menu: Configuration -> Networking -> Networks

------------------------

o + Mebwork Element insert successful from AmpfSDS NO . xml.

Main Menu: Configuration -» Networking == Networks

nfn =

EIFE_NE
Configuiad
Hitmnih Harms Natwork Type Dl Lo Hniited VLAN = Rtk
T [eL2%) i L ] £ Q@ 0200 108 020
A AN MNa g MNa -] a 13 P34 .2 028
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11,
i

Primary SDS VIP:
Configure the
SOAM server

Note: This step
through to step
14. of this
procedure needs
to be done for
both the SDS
SOAM A and SDS
SOAM B servers.

1.

Navigate to Configuration > Servers.

= Main Menu

[+] [Z] Administration
[ ‘=3 Configuration
[+] [ Metworking
[] servers
[ Server Groups
[] Resource Domains

D Places

[ Place Associations

Click Insert.

Fill in the fields:

Hostname: <Assigned Hostname for SOAM server>
Role: System OAM&P

System ID: <Assigned Hostname for SOAM server>

SDS TVOE Guest

[Select NE from list where SOAM (A or B)
server is physically located]

(Optional) Enter the location of the server

Hardware Profile:
Network Element Name:

Location:

Main Menu: Configuration -> Servers [Insert]

[_info* ]

Adding a new server

Attribute Value

Hostname * 505-50-a

Hiole * SYSTEM OAM
System 1D 5ds-50-a

SDS5 TVOE Guest

Hardware Profile
BELFAST SO

Network Eleiment Name *

Loacatkon
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12. | Primary SDS VIP: | The network interface fields are now available with selection choices based
[] | Insert the server on the chosen hardware profile and network element.

XMI {10.240.108.0126) 10.24D.108.13 xmi[s] ] WLAN (14)

IMI {1689.254.2.0/26) 169.254.2.3 imi [v] [ vLan (15)

1. Type the XMI IP addresses for the SDS SOAM server, set the Interface
to XMI, and do NOT mark the VLAN checkbox.

2. Type the IMI IP addresses for the SDS SOAM server, set the Interface
to IMI, and do NOT mark the VLAN checkbox.

U Interiaces [A1 leaal one inlerisce is requinsd. |

LI 1P Audiress e e
MTERNALXM [10.75. 18012737 |1j:§|]32||] | — WLAN (I3
MTERNALIMI {189,354.1 4] | 10 250 12 5 | i % WLAN (34

3. Click Add in the NTP Servers section.

NTP Sarvers:

HTF Server IF Address Prefer

4. Type the NTP Server IP Address.
NTP Sarvers:
NTP Server IP Address Prefer
10.250.32.10 - Aemove

5. Repeatto add 3 NTP server IP addresses.

6. Optionally, mark the Prefer checkbox to prefer one server over the

other.
HTP Servers:
NHTP 5 il Pt
arvar ress r A
10.250.32.10 Remove
10.250.32 51 Remave

1025032 129 @ Ramove

Ok Apply  Cancel

7. Click OK when you have completed entering all the server data.
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13. | Primary SDS VIP: | From the GUI screen, select the SDS server and click Export to generate
[] | Export the initial the initial configuration data for that server. Go to the Info tab to confirm the
configuration file has been created.
-l:ul.m.a . NI 05_HE gnwp M m:,};"’ i
inssrt [dE Delsis  Esport  Repori
14. | Repeat Repeat steps 11. through 13. of this procedure to configure SDS SOAM B.
[
15. | Primary SDS VIP: | Click Logout.
[] | Logout
JEeUpdates | Help | Logged InAccount guisdmin Lo 10wt
16. | Primary SDS VIP: | Connect to the active SDS VIP console using one of the access methods
[] | Access the server | described in Section 2.3.
console
17.| Primary SDS VIP: | Log into the HP server as admust.
[] | Login login: admusr
Using keyboard-interactive authentication
Password: <admusr password>
18. | Primary SDS VIP: | Change directory to the file management space.
[l | Change directory $ sudo cd /var/TKLC/db/filemgmt
19. | Primary SDS VIP: | List the files to find the configuration files with the SOAM server A and B
[] | Find SOAM files names.
Note: These should appear toward the bottom of the listing.
$ 1ls -ltr TKLCConfigData*.sh
**% TRUNCATED OUTPUT ***
-rw-rw-rw- 1 admusr admusr 2208 Dec 19 16:37
TKLCConfigData.so-carync-a.sh
-rw-rw-rw- 1 admusr admusr 2208 Dec 19 16:50
TKLCConfigData.so-carync-b.sh
20. | Primary SDS VIP: | Copy the configuration files to the PMAC.
[] | Copy files $ sudo scp -p <configuration file-a>
<configuration file-b> admusr@<PMAC Mgmt IP>:/tmp/
admusr@10.240.39.4"'s password:
TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00
TKLCConfigData.so-carync-b.sh 100% 1741 1.7KB/s 00:00
21. | Primary SDS VIP: | Exit the Primary SDS CLI.
[] | Logout $ exit
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22.

[

PMAC Server
CLI: Login

ssh to the PMAC Guest VM server as admustr.
login: admusr

Password: <admusr password>

PMAC Guest VM:

Key exchange

Keyexchange with SOAM control IP.
$ keyexchange admusr@<SOAM Control IP>

[admusr@nassau-enc-pmac-1 ~]$ keyexchange
admusr@192.168.1.22

The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
Password of admusr:

Could not get authorized keys file from remote
(192.168.1.22).

Maybe it does not exist. Continuing...
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!

ssh is working correctly.

PMAC Guest VM:

Copy file

Copy the server configuration file to the control IP for the SOAM.
Note: The Control IP for each SOAM is obtained in step 5. of this
procedure.
$ scp -p /tmp/<configuration file>
admusr@<SOAM Control IP>:/var/TKLC/db/filemgmt
admusr@192.168.1.199's password:
TKLCConfigData.so-carync-a.sh 100% 1741 1.7KB/s 00:00

PMAC Guest VM:

Connect to
console

Connect to the SOAM server console from the PMAC server console.
$ sudo ssh < SOAM Guest Control IP>
admusr@192.168.1.199's password: <admusr password>
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26. | SOAM Guest VM: | 1. Copy the server configuration file to the /var/tmp directory on the server,
[] | Copy the making sure to rename the file by omitting the server hostname from the
configuration file file name. For example:

TKLCConfigData<.server_hostname>.sh translates to TKLCConfigData.sh
$ sudo cp -p /var/TLKC/db/filemgmt/TKLCConfigData.dr-
sds-no-a.sh /var/tmp/TKLCConfigData.sh

2. The server polls the /var/tmp directory for the presence of the
configuration file and automatically executes it when found.

After the script completes, a broadcast message is sent to the terminal.

3. This step varies by server and may take 3-20 minutes to complete.

***NO OUTPUT FOR = 3-20 MINUTES ***
Broadcast message from admusr (Mon Dec 14 16:17:13
2017) :

Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for
details.

Please remove the USB flash drive if connected and
reboot the server.

4. Press Enter.

27. | SOAM Guest VM: | Verify the time zone displayed matches value set in Procedure 3, step 17. .
[] | Verify time zone $ date
Mon Aug 10 19:34:51 UTC 2017
28.| SOAM Guest VM: | $ sudo init 6
[] | Rebootthe SOAM | output similar to that shown on the right may be observed as the server
server initiates a reboot.
Connection to 192.168.1.199 closed by remote host.
Connection to 192.168.1.199 closed.
29. | PMAC Guest VM: | After the SOAM server has rebooted, reconnect to the SOAM server
[1 | Reconnect console from the PMAC server console.
$ sudo ssh <SOAM Control IP>
admusr@192.168.1.199's password: <admusr password>
30. | SOAM Guest VM: | Verify the IMI and XMI IP addresses from step 12. have been correctly
[1 | Verify IP loaded.
addresses

$ ifconfig |grep in
control Link encap:Ethernet HWaddr 52:54:00:23:DC:32

inet addr:192.168.1.199 Bcast:192.168.1.255
Mask:255.255.255.0

imi Link encap:Ethernet HWaddr 52:54:00:33:DC:DC

inet addr:10.240.38.78 Bcast:10.240.38.127
Mask:255.255.255.192

lo Link encap:Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
xmi Link encap:Ethernet HWaddr 52:54:00:63:63:BD

inet addr:10.240.39.150 Bcast:10.240.39.255
Mask:255.255.255.128
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31.
i

SOAM Guest VM:
Verify system
state

Execute the syscheck command to verify the state of the server.

$ sudo syscheck

Running modules in

Running modules in

Running modules in

Running modules in

Running modules in

class

class

class

class

class

hardware. ..

disk...

net...

OK

OK

OK

system. ..

proc...

OK

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log
Note: Stop and resolve any errors returned from syscheck before

continuing with the next step.
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32.
i

SOAM Guest VM:
Accept upgrade to
the application
software

1. Run the accept script from the command line to start a screen session
on blades and VM guest.

2. Press q to exit the screen session.

[admusr@nassau-sds-so-b ~]$ sudo /var/TKLC/backout/accept
Called with options: --accept
Loading Backout: :BackoutType: :RPM
Accepting Upgrade
Executing common accept tasks
Setting POST UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.
Clearing Upgrade Accept/Reject alarm.
Cleaning message from MOTD.
No patch pending alarm on server so no MOTD update.
Cleaning up RPM config backup files...
Checking /
Checking /boot
Checking /tmp
Checking /usr
Checking /var
Checking /var/TKLC
Checking /tmp/appworks temp
Checking /usr/openv
Checking /var/TKLC/appw/logs/Process
Checking /var/TKLC/appw/logs/Security
Checking /var/TKLC/db/filemgmt
Checking /var/TKLC/rundb
Starting cleanup of RCS repository.
INFO: Removing '/etc/my.cnf' from RCS repository
INFO: Removing '/etc/pam.d/password-auth' from RCS repository
INFO: Removing '/etc/pam.d/system-auth' from RCS repository

INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0'
from RCS repository

INFO: Removing '/etc/php.d/zip.ini' from RCS repository
INFO: Removing '/var/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===
screen session: use 'screen -x upgrade' to reconnect

Type the letter "g" on the keyboard to exit the screen
session.

[screen is terminating]

Repeat

Repeat steps 22. through 32. of this procedure to configure SDS SOAM B.
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34.
i

SOAM Guest B: 1.
Ping IMI and XMI

addresses

From the SOAM B Guest, ping the IMI IP address of the SOAM A
Guest.

$ ping -c 5 10.240.38.78

PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.

64 bytes from 10.240.38.78: icmp seg=1 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp seg=2 ttl=64 time=0.017 ms
64 bytes from 10.240.38.78: icmp seq=3 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp seg=4 ttl=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp seqg=5 ttl=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp seg=6 ttl=64 time=0.028 ms

---10.240.38.78

6 packets transmitted,

ping statistics ---

6 received, 0% packet loss, time 5000ms

0.017/0.027/0.031/0.007 ms

From the SOAM B Guest, ping the XMI IP address of the SOAM A
Guest.

rtt min/avg/max/mdev =

$ ping -c 5 10.240.39.150

PING 10.240.39.150 (10.240.39.150) 56(84) bytes of data.

64 bytes from 10.240.39.150: icmp seg=1 ttl=64 time=0.024 ms
64 bytes from 10.240.39.150: icmp seg=2 ttl=64 time=0.033 ms
64 bytes from 10.240.39.150: icmp seg=3 ttl=64 time=0.032 ms
64 bytes from 10.240.39.150: icmp seg=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.150: icmp seg=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.150: icmp seg=6 ttl=64 time=0.026 ms

---10.240.39.150 ping statistics ---

6 packets transmitted, 6 received, 0% packet loss, time 5004ms

0.024/0.028/0.033/0.003 ms

From the SOAM B Guest, ping the local XMI Gateway address
associated with the SOAM NE.

$ ping -¢ 5 10.240.39.1

rtt min/avg/max/mdev =

PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.
64 bytes from 10.240.39.1: icmp seg=1 ttl=64 time=0.024 ms
64 bytes from 10.240.39.1: icmp seq=2 ttl=64 time=0.033 ms
64 bytes from 10.240.39.1: icmp seg=3 ttl=64 time=0.032 ms
64 bytes from 10.240.39.1: icmp seg=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp seq=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp seg=6 ttl=64 time=0.026 ms
---10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
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35. | SOAM Guest VM: | Execute the ntpg command to verify the server has connectivity to the
[] | Verify connectivity | assigned NTP server(s).

$ ntpg -np

remote refid st t when poll reach delay
offset Jjitter

+10.250.32.10 192.5.41.209 2 u 139 1024 377 2.008
1.006 1.049

*10.250.32.51 192.5.41.209 2 u 979 1024 377 0.507
1.664 0.702

If connectivity to the NTP server(s) cannot be established, stop and contact the customer
IT group to verify the IP addresses for the NTP server(s) are correct. Have the customer
IT group provide a network path from the OAM server IP to the assigned NTP IP
addresses. Once network connectivity is established, repeat step 35.

36. | SOAM Guest VM: | Exit from the SOAM command line to return to the PMAC server console
[] | Exit prompt.
S exit
37.| PMAC Guest VM: | Exit from the PMAC server.
[] | Exit $ exit

5.8 OAM Pairing for SDS SOAM Sites (All SOAM Sites)

The user should be aware that during the OAM Pairing procedure, various errors may be seen at different
stages of the procedure. During the execution of a step, the user is directed to ignore errors related to
values other than the ones referenced by that step.

Procedure 10. Pair the SDS SOAM Servers (All SOAM Sites)

1. | Primary SDS VIP: | Log into the active SDS site with the XMI virtual IP address as the default
[] | Login user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Oracle System Login

Login

Enter your username and password to log in

Session was logged out at 11:19:24 am.

Usermame
Password

Change password

Login
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2,
i

Primary SDS VIP:
Create a server

group

1. Navigate to Configuration > Server Groups.

= Main Menu
[+ ] Administration
[=] ‘=3 Configuration
[+ [ Metwaorking
[ servers
[F] Semver Groups
[£] Resource Domains

D Places
2. Click Insert.

Insert Report

3. Fillin the following fields:

Server Group Name:
Level:

Parent:

Function:

WAN Replication Connection Count: Use Default Value (1)

Main Menu: Configuration -> Server Groups [Insert]

Imlg* -
Adding new server group

Faeld WValue

sds_so_grp

Servel roup Name "

Lewel B

Parent * dublin_sds no

Fumction * sDSs
WAN Replication Conneclion Count 1
Ok Apply Cancel
4. Click OK.

<Server Group Name>

B

First site’s server group
SDS (Active/Standby Pair)

Descrplion
e el
requined |

Select one o
Select an ex

Salect one o

Specity ihe r
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3. | Primary SDS VIP:
[] | Add server to OAM
Server Group

1. Select the new server group and click Edit.

Main Menu: Configuration -> Server Groups

Mign Ot 13 10:0

Server Group Name Level Parent Function Eﬂ:'ﬁ:mﬂ Servers

| sds_so_om {B | beMfast_sds_no | SDS {1

Insert Edit Delete  Report
2. Mark the Include in SG checkbox next to the A and B servers.
3. Click Apply.
4. Click Add next to VIP Address to add an IP.
5. Type the VIP Address and click OK.

VIP Address Add
10.240.108.52 Remove

Ok  Apply Cancel

Primary SDS VIP:
Make sure alarms
clear

Es

1. Navigate to Alarms & Events > View Active.

- laan ey
st Main Menu: Alarms & Events > View Active
s ) Conflguration r - - - —
PR —— | Filer "|_ Infs" v | Tasks 'l[lftvi |
=] v & Evers
| Vi Active
.I Vidwr HiSlory wilanl ks ubs uh e e uh W sl w0 gip
| View Trag Log
1) Security Log . Event ID i siamp Leve Proch Procs NE
& ] Status & Manage Alermn Taxt A o
| Messsements
» ) Commurication Agert
s [ %08
. WIS AR Cacle
‘ Hasl)
'I Lagal Nobices
[ o ogot i

2. Verify the Event ID 10200 displays with the SDS SOAM server
hostname in the Instance field.

Monitor event ID 10200 (Remote Database re-initialization in progress). Do not
proceed to the next step until the alarm clears for both SDS SOAM servers.
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1. Navigate to Status & Manage > Server.

5. | Primary SDS VIP:
[] | Verify status
[=] ‘4 Status & Manage
1 Network Elements
i Server
T HA
77 Database
T KPIs
77 Processes
[+] (O] Tasks
] Files
2. Verify the DB is Norm and the Proc status is Man for both servers.
6. | Primary SDS VIP: | 1. Selectthe SDS SOAM server and click Restart.
D Restart the SDS Server Hostna Network Element Appl Stat= Al V] Reporting
SOAM server , , L= 1 L2
j drsds-no-s i Sos_NE | IDigaBled N | INERI | Nem | Norm i Man
sds-no-a SDS_NE Ensbied EE o Marm Morm
sds-no-b SOS_NE Ensbizd PER riorm Morm Morm
top Restart Reboot NTP Sync  Report
2. Click OK to confirm.
The Info banner displays a success message.
Main Menu: Status & Manage -> Server
[ Fiterr =] nfo !
Info
Server Hosti
o » sds-sg-a; Successfully restarted spplication.
dr-sds-ng-a
sds-no-a SD5_ME
7. | Primary SDS VIP: | Verify the Appl Ste is Enabled, the DB, Reporting Status, and Proc are
[] | Verify status Norm for the SDS SOAM A server.
Maie Wer: Btotisd & Manape -» Serier
rer Hovarw b Sarwet
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8.
i

Primary SDS VIP:
Restart the SDS
SOAM B server

1. Select the SDS SOAM B server and click Restart.

top Restart Reboot NTP Sync  Report

2. Click OK to confirm.

The Info banner displays a success message.

Main Menu: Status & Manage -> Server

[ Fiter =] Infa *!

Info

Server Hostl o App
= sds-sod; Successfully restarted application.

Emnal

dr-sds-ng-a

sds-no-a SDE5 _ME Emnal

R T Y orez RIC Cmml

®

Primary SDS VIP:
Verify status

1. Verify the Appl State is Enabled, and DB, Reporting Status, and Proc
are Norm for both servers.

Main Wer: Btotes & Manape -» Serier

2. Wait at least 5 minutes before proceeding to the Next step.

Important: To refresh the status screen, navigate to Status & Manage >
Server again from the main menu.

Primary SDS VIP:
Logout

Click Logout.

JeeUpdates | Help | Logged In Account guiadn'in§ | Logowt )
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During the Data Processor (DP) installation, various errors may display at different stages of the
procedure. During the execution of a step, the user is directed to ignore errors related to values other
than the ones referenced by that step.

Procedure 11. Install the Data Processor Blade (All SOAM Sites)

Execute Appendix | Disable Hyperthreading for Gen8 and Gen9 (DP Only) on each DP
blade after this procedure.

PMAC Guest VM: | Log into the active PMAC Guest SOAM server with the XMI IP address as
Login the default user.

If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).

ORACLE

Oracle System Login

e

Thu Jun 29 111924 2017 EDT

LogIn

Enter your username and password to log in

Session was logged out at 11:19:24 am.

Usermname
Password
Change password

Login
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2,
i

PMAC Guest VM:
Install OS

1. Navigate to Hardware > System Inventory > <Cabinet> >
<Enclosure> > <Server Blade>.

ORALCLE" pisttorm Management & Configuration 630008310

= Main Meru
= 4§ Hardware
= 3 Syshem Inveniory
4+ ] Catired 504
= 2 ot 505
=| 3 Enclosure 50503
3] 2] Encleaure Info
[} Bay DAR-C,
_"l Bay DBR-0A
L] Bay 1F-Beever Blade
j Bay IF-Ssrver Blade
_"| Bay 3F-Server Blade
_] Bay 4F-Seaver Blade
[} Bay 5F-Esrver Blada
_"| Bay 6F-Server Blade
[} Bay TF-Geever Blade
[} Bay &F-Barver Blada
_'| Bay SF-Server Blade
[3) Bay 10F-Ganver Blade

B e B ———— P——

2. Click Install OS.

Main Menu: Hardware = System Inventory = Cabinet 505 > Encl

Tiks =
Harchaors LT
Brirty Summary Product iirea
Eril Typs  Server Dade Marnacion WP
Ernpssw  SREDG Fudeithars  ProLiasi SLAM G
Bay F Paf hurabal
Hohaaap Sode  Acire Procucivemian  T10.4an 1823095
Bowrign Fampar  UEEITTVESN
il Tag WM
Field
Baard Area Chasuis Area
W Cule Tima WAL Fat huroer
g Fortal Wurnsr  UHRET 1T
Fradutt Narsa
Farifumber  B41016-011
BeigiRamber  UBET TV
FisH
Wrididl Iy Loohi] Bl
Ugeacs.
Pan
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3. | PMAC Guest VM: | 1. Select the TPD Image from the Image Name list and click Start
[] | Upgrade the Software Install.
server

Select Image

Image Name Type Architecture Description
'd TPD.install-7.3.0.0.0_88.27.0-OracleLinux6 8- ; T ixBG 64 88 37
86_64 i : | ;
TPD.install-7.3.0.0.0_88.28.0-OracleLinux6.8- Bootable X86_64 8528
xB86_54
TWOE-3.3.0.0.0_88.27.0-x86_64 Bootable xB6_64 B8.27
TWOE-3.3.0.0.0_88.28.0-x86_64 Bootable x86_64 88.28

Supply Software Install Arguments (Optional)

Start Software Install Back
Click OK to confirm.

3. Monitor the task by navigating to Task Monitoring. It takes about 25
minutes to complete. Progress displays as 100%, Status shows
Success, and State displays as Complete.

4. Note the task number assigned to SDS Application upgrade. This
number is used to track its progress.

Software Install - Select |mﬂgE
Tasks =
Targets Select Image
banty FoHILS maga Hame: Tvp= Architectwe  Descriplion

Erc: 50802 By 2F o e Y | T T
0 Qg2 Ty TANR0BEIOOAALIES {poste  [abSB4 | BAET

T0E ':-!l-:' :F b :J
4. | Repeat Repeat steps 2. and 3. of this procedure for each additional DP server blade
[] in the SOAM enclosure.
5. | PMAC Guest VM: | 1. Navigate to Hardware > System Inventory > <Cabinet> >
[] | Verify TPD <Enclosure> > <Server Blade>.
installation
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ORACLE piatform Management & Configuration 6.4.0.0.0-646.0

= Main Menu a
[=] 3 Hardware
[=] ‘=3 System Inventory
[Z1 Cabinet 504
[=] ‘3 Cabinet 505

2. Select the Software tab and verify the TPD application has been

[=] ‘3 Enclosure 50502

(3 Enclosure Info

[J) Bay 0AR-CA

[0 Bay 0BR-0A

[} Bay 1F-Server Blade
[ Bay 2F-Server Blade
[ Bay 3F-Server Blade v
[ Bay 4F-Server Blade
[Z) Bay 5F-Server Blade
[} Bay 6F-Server Blade
D Bay 7F-Server Blade
D Bay 8F-Server Blade
D Bay OF-Server Blade

Main Menu: Hardware -> System Invel

Tasks* =

Hardware Software Network WM Info
Entity Summary Product Are:
Entity Type Server Blade Manufactur
Enclosure 50502 Product Nan
Bay TF Part Numb
Hot-swap State  Active Product Versii
Serial Numb
AssetTi

File

installed.
Main Menu: Hardware -> System Inventory -> Cabinet 600 -> RMS p3Sen
- -The Oct 11 18:33:30 2010 0
Haroware Software NStwon VM info
Operating System Details Application Details
Operating Sy Red Hat Enterprse Lines Sarver Appicaton TVOE
Operating System Version 59 Version 35000 83450
Hostname  hostnameda 15e2333950 Function
Platiorn Software  TPD (x88_64) Desgnaton
Platiorm Version 7500088460
Upgrade State  Not in Upgrade

3. Select the Network tab and note the control IP address for the DR called

Install OS

Upgrade
Patch

bondO. Itis referenced later.
4. Click Upgrade.
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Main Menu: Hardware -> System Inventory -> Cabinet 505 -> Enclosure 5

Hardware  Software | Network
Networking Details:
Interface | IP Address Admin Status | Operational Status
bond0 169.254.118.158 Up Up
bond0 0::dad3:85ffeda:2580 | Up Up
Install OS Cold Reset
Upgrade
Patch

5. Select the correct SDS version from the Image Name list.
6. Click Start Software Upgrade.

Select Image

i Image Name Type Architecture Description
oracleGuest-8.0.0.0.0_80.8.0-x86_64 Upgrade xB6_64
1 SDS-8.0.0.0.0_80.16.0-x86_64 i Upgrade | XB6_64
TPD.install-7.0.3.0.0_86.46.0-OracleLinux§.7-
XB6_64 Baotable xB6_64
TPD.install-7.3.0.0.0_88.28.0-CracleLinux§.5-
%86, 64 Bootable xB6_64
TPD.install-7.3.0.0.0_88.30.0-CracleLinuxs.&- Bootable %86_64
x86_64
s

Supply Software Upgrade Arguments (Optional)

Start Software Upgrade Back

Click OK to confirm.

8. Monitor the task by navigating to Task Monitoring. It takes about 20
minutes to complete. Progress displays as 100%, Status shows
Success, and State displays as Complete.

9. Note the task number assigned to the SDS application upgrade. This
number is used to track its progress.
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. Software Upgrade - Select Image
Targets Salect Image
Eminy Image Mama Type Architeciure Descriptc
En: SREI12 By s TSDS80000_ADTE0RE A4 wgrade  [mA 4 lea
.':f:.n_lf"ljlil-T 3000_EE 268 f-Orachal inus 8- Bootabie x36_54 BE.18
TOE-) 30000 _BRIT SxhE B4 Baalable aBG_fd aa7
TWOE-3 300 0_BE 28 0-xB5_54 Boolatle sBE_&d 8.8
6. | Repeat Repeat step 5. of this procedure for each additional DP server blade.
[]
7. | PMAC Guest VM: | Click Logout.
[] | Logout
JEeUpdates | Help | Logged In Account guiadrring | Logowt )
8. | Primary SDS VIP: | Log into the active SDS site with the XMI virtual IP address as the default
[] | Login user.
If the Security Certificate Warning screen displays, click Continue to this
website (not recommended).
ORACLE
Oracle System Login
Thu Jun 29 111924 2017 EDT
Login
Enter your username and password to log in
Session was logged out at 11:19:24 am.
Username
Password
Change password
Login
9. | Primary SDS VIP: | 1. Navigate to Configuration > Servers.
[] | Configure the DP
server
Note: This step
through to step
13. of this
procedure needs
for each DP
server.
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= Main Menu
[+] [ Administration
[=] ‘= Configuration
[+] O Metwarking
(] Semvers
(1] Semver Groups
(] Resource Domains
[]] Places
[3 Place Associations
2. Click Insert.

3. Fillin the fields:

Hostname: <Assigned Hostname for DP server>
Role: MP
System ID: <Assigned Hostname for DP server>
Hardware Profile: Use table to select appropriate profile
Bonded
DP HW Profile Network | Interfaces Comments
SDS HP c-Class IMI Bond0 Usetwrl;envtl)_c,)otilll %[(M' agd IMI
are to be agged.
Blade VO xmi | (ethot, etho2) 99
M Bond0 Use when XMI enclosure
eth01, eth02 switches are connected to
SDS HP c-Class ( ) DP blade mezzanine card
Blade V1 Ml bond1 ports eth23 / eth24.
(eth23, eth24)
M BondO Use when XMI enclosure
eth01, eth02 switches are connected to
SDS HP c-Class ( ) DP blade mezzanine card
Blade V2 bond1 ports eth21 / eth22.
XMI
(eth21, eth22)

Network Element Name: [Select NE from list where DP server is
physically located]

Location: (Optional) Enter the location of the server
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Main Menu: Configuration -> Servers [Edit]

Edit Server belfast-DP-1

Rl * M Select e lunclion
Systom 10 Bystam 00 for the

Hastglvaaie Pialile I Wi jEak Haidware prolike o
Netwrak | inmant Mamp © ELFAST Halacl e nabyork
Locadion ballast rms 1 Lscafon deacriplic

10. | Primary SDS VIP: | The network interface fields are now available with selection choices based

Insert the server on the chosen hardware profile and network element.
Hetwork IF hddeas Imeiface
INTERMALXM (TILTS 029202 5] 10.75.162.215 WLAM (3}
INTERMALIMI 122 16E.0.0:24) 192.1648.0.181 VLAM 4

1. Type the IMI IP addresses for the DP server, select bondO as the
interface, and mark the VLAN checkbox.

2. Type the XMI IP addresses for the DP server.

e For Layer 3, where no VLAN tagging is used for XMI, select bond1
as the Interface and do NOT mark the VLAN checkbox.

or

e For Layer 2, where VLAN tagging is used for XMlI, select bondO as
the Interface and mark the VLAN checkbox.

DP Server Network Interface VLAN Checkbox
bond1 x
DP Server XMI
bond0O /
IHICAUTION!!!

3. ltis crucial the correct network configuration be selected in this step.
Choosing an incorrect configuration results in the need to re-install the
OS and restart the Query server installation procedure from the
beginning.
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11.| Primary SDS VIP: | 1. Click Add in the NTP Servers section.
Insert server e —
NTP Zerver IP Address Prefer
2. Type the NTP Server IP Address.
MTF Sarvers:
NTF Server IP Address Prefer Add
10.250.32.10 fEmove
3. Repeat to add 3 NTP server IP addresses.
4. Optionally, mark the Prefer checkbox to prefer one server over the
other.
NTP Sarsars:
NTP Server [P Address Prefer A
10.240.21.191 Remove
10.240. 21,192 Ramove
10.240.21. 153 @ Remave
5. Click OK when you have completed entering all the server data.
12. | Primary SDS VIP: | From the GUI screen, select the DP server and click Export to generate the
[] | Insert server initial configuration data for that server. Go to the Info tab to confirm the file
has been created.
dp=sds-1 MR EDE_NE Bangaiore
Insert Edit DOelsete Export  Report
13. | Repeat Repeat steps 9. through 13. of this procedure for each DP server installed in
[] the SOAM cabinet.
14. | Primary SDS VIP: | Click Logout.
[] | Logout
JEeUpdates | Help | Logged InAccount guiadrring | Logowt )
15. | Primary SDS VIP: | ssh to the Primary SDS NOAM VIP as admusr.
[] | Login login: admusr
Password: <admusr password>
16. | Primary SDS VIP: | Change directory to the file management space.
[] | Change directory $ sudo cd /var/TKLC/db/filemgmt
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17. | Primary SDS VIP: | List the files to find the configuration files with the DP server names.
[] | Find DP files Note: These should appear toward the bottom of the listing.
$ 1s —-1ltr TKLCConfigData*.sh
*** TRUNCATED OUTPUT ***
-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:54
TKLCConfigData.dp-carync-1.sh
-rw-rw-rw- 1 admusr admusr 2042 Dec 20 10:57
TKLCConfigData.dp-carync-2.sh
18. | Primary SDS VIP: | Copy the configuration files to the PMAC.
L] | Copy files $ sudo scp -p <configuration file-1>
<configuration file-2> admusr@<PMAC Mgmt IP>:/tmp/
Password: <admusr password>
TKLCConfigData.dp-carync-1.sh 100% 1757
1.7KB/s 00:00
TKLCConfigData.dp-carync-2.sh 100% 1757
1.7KB/s 00:00
19. | Primary SDS VIP: | Exit the Primary SDS CLI.
[] | Logout $ exit
20. | PMAC Server ssh to the PMAC Guest VM server as admusr.
[l | CLI: Login login: admusr
Password: <admusr password>
21. | PMAC Guest VM: | Keyexchange with DP control IP.
[] | Key exchange $ keyexchange admusr@<DP_Control IP>
Example:
[admusr@nassau-enc-pmac-1 ~]$ keyexchange
admusr@192.168.1.22
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
Password of admusr:
Could not get authorized keys file from remote
(192.168.1.22).
Maybe it does not exist. Continuing...
The server does not know of 192.168.1.22.
Will just exchange host keys for the name given!
ssh is working correctly.
22. | PMAC Guest VM: | Copy the server configuration file to the control IP for the DP server.
[] | Copy file Note: The Control IP for each DP server is obtained in step 5. (3) of this

procedure.

$ scp -p /tmp/<configuration file>
admusr@<DP_Control IP>:/var/TKLC/db/filemgmt/

Password: <admusr password>

TKLCConfigData.dp-carync-1.sh 100% 1757

1.7KB/s 00:00
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23.

[

PMAC Guest VM:
Connect to
console

Connect to the DP server console from the PMAC server console.
$ ssh <DP Control IP>

Password: <admusr password>

DP Server: Copy
the configuration
file

1. Copy the SDS DP configuration file to the /var/tmp directory on the
server, making sure to rename the file by omitting the server hostname
from the file name. For example:

TKLCConfigData<.server_hostname>.sh translates to TKLCConfigData.sh

$ sudo cp -p /var/TKLC/db/filemgmt/TKLCConfigData.dp-
carync-1.sh /var/tmp/TKLCConfigData.sh

2. The server polls the /var/tmp directory for the presence of the
configuration file and automatically executes it when found.
After the script completes, a broadcast message is sent to the terminal.
3. This step varies by server and may take 3-20 minutes to complete.

***NO OUTPUT FOR = 3-20 MINUTES ***

Broadcast message from admusr (Mon Dec 14 16:17:13

2017) :
Server configuration completed successfully!

See /var/TKLC/appw/logs/Process/install.log for
details.

Please remove the USB flash drive if connected and
reboot the server.

4. Press Enter.

DP Server: Verify
time zone

Verify that the desired time zone is currently in use.
$ date
Mon Aug 10 19:34:51 UTC 2015

DP Server:
Reboot the DP
server

$ sudo init 6

Output similar to that shown on the right may be observed as the server
initiates a reboot.

Connection to 192.168.1.199 closed by remote host.
Connection to 192.168.1.199 closed.

PMAC Guest VM:
Reconnect

After the DP server has rebooted, reconnect to the DP server console from
the PMAC server console.

$ sudo ssh <DP_Control IP>

Password: <admusr password>
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28.
i

DP Server: Verify
IP addresses

Verify the IMI and XMI IP addresses from step 10. have been correctly

loaded to bond1 and bond0.4.
$ ifconfig |grep in

bond0 Link

inet

Mask:255.255.

bond0.4 Link

inet

Mask:255.255.

bondl Link

inet

Mask:255.255.

eth01 Link
eth02 Link
lo Link

inet

encap:Ethernet

addr:192.168.1
255.0

encap:Ethernet

addr:10.240.38
255.192

encap:Ethernet

addr:10.240.39
255.128

encap:Ethernet

encap:Ethernet

HWaddr B4:99:BA:

AC

.226 Bcast:192.168.1

HWaddr B4:99:BA:
.82 Bcast:10.240.

HWaddr B4:99:BA:
.154 Bcast:10.240.

HWaddr B4:99:BA:
HWaddr B4:99:BA:

encap:Local Loopback

addr:127.0.0.1

Mask:255.0.0.0

AC

38.

AC

39.

AC:
AC:

:BD:64
.255

:BD:64
127

:BD:64
255

BD:64
BD:64

SOAM Guest VM:
Verify system
state

Execute the syscheck command to verify the state of the server.
$ sudo syscheck

Running modules in class

Running modules in class

Running modules in class

Running modules in class

Running modules in class

hardware. ..

OK
disk...

OK
net...

OK
system...

OK
proc...

OK

LOG LOCATION: /var/TKLC/log/syscheck/fail log

Note: Stop and resolve any errors returned from syscheck before
continuing with the next step.
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Procedure 11. Install the Data Processor Blade (All SOAM Sites)

30.
i

DP Server:
Accept upgrade to
the application
software

1.

Run the accept script from the command line to start a screen session
on blades and VM guest.

Press g to exit the screen session.

[admusr@nassau-dp-2 ~]$ sudo /var/TKLC/backout/accept
Called with options: --accept

Loading Backout: :BackoutType: :RPM

Accepting Upgrade

Executing common accept tasks

Setting POST UPGRADE ACTION to ACCEPT in upgrade info.
Cleaning backout directory.

Clearing Upgrade Accept/Reject alarm.

Cleaning message from MOTD.

No patch pending alarm on server so no MOTD update.

Cleaning up RPM config backup files...

Checking /

Checking /boot

Checking /tmp

Checking /usr

Checking /var

Checking /var/TKLC

Checking /tmp/appworks temp

Checking /usr/openv

Checking /var/TKLC/appw/logs/Process

Checking /var/TKLC/appw/logs/Security

Checking /var/TKLC/db/filemgmt

Checking /var/TKLC/rundb

Starting cleanup of RCS repository.

INFO: Removing '/etc/my.cnf' from RCS repository
INFO: Removing '/etc/pam.d/password-auth' from RCS repository
INFO: Removing '/etc/pam.d/system-auth' from RCS repository

INFO: Removing '/etc/sysconfig/network-scripts/ifcfg-eth0'
from RCS repository

INFO: Removing '/etc/php.d/zip.ini' from RCS repository
INFO: Removing '/var/lib/prelink/force' from RCS repository
=== Window terminated (Thu Feb 2 20:07:21 2017) ===
screen session: use 'screen -x upgrade' to reconnect

Type the letter "g" on the keyboard to exit the screen
session.

[screen is terminating]
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Procedure 11. Install the Data Processor Blade (All SOAM Sites)

31. | DP Server: Ping 1. From the DP server, ping the IMI IP address of the SOAM A Guest
[] | Ml and XMI $ ping -c 5 10.240.38.78
addresses PING 10.240.38.78 (10.240.38.78) 56(84) bytes of data.
64 bytes from 10.240.38.78: icmp seqg=1 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp seqg=2 ttl=64 time=0.017 ms
64 bytes from 10.240.38.78: icmp seq=3 ttl=64 time=0.031 ms
64 bytes from 10.240.38.78: icmp seqg=4 ttl=64 time=0.028 ms
64 bytes from 10.240.38.78: icmp seq=5 ttl=64 time=0.030 ms
64 bytes from 10.240.38.78: icmp seq=6 ttl=64 time=0.028 ms
--- 10.240.38.78 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5000ms
rtt min/avg/max/mdev = 0.017/0.027/0.031/0.007 ms
2. From the DP server, ping the XMI Gateway address associated with the
SOAM NE.
$ ping -c 5 10.240.39.1
PING 10.240.39.1 (10.240.39.1) 56(84) bytes of data.
64 bytes from 10.240.39.1: icmp seg=1 ttl=64 time=0.024 ms
64 bytes from 10.240.39.1: icmp seg=2 ttl=64 time=0.033 ms
64 bytes from 10.240.39.1: icmp seg=3 ttl=64 time=0.032 ms
64 bytes from 10.240.39.1: icmp seg=4 ttl=64 time=0.026 ms
64 bytes from 10.240.39.1: icmp seqg=5 ttl=64 time=0.027 ms
64 bytes from 10.240.39.1: icmp seg=6 ttl=64 time=0.026 ms
---10.240.39.1 ping statistics ---
6 packets transmitted, 6 received, 0% packet loss, time 5004ms
rtt min/avg/max/mdev = 0.024/0.028/0.033/0.003 ms
32. | DP Server: Verify | Execute the ntpg command to verify the server has connectivity to the
[] | connectivity assigned NTP server(s).
$ ntpg -np
remote refid st t when poll reach delay
offset Jjitter
+10.250.32.10 192.5.41.209 2 u 139 1024 377 2.008
1.006 1.049
*10.250.32.51 192.5.41.209 2 u 979 1024 377 0.507
1.664 0.702
33. | DP Server: Execute Appendix I: Disable Hyper threading (DP Only) on server.
[] | Disable hyper
threading
34. | DP Server: Exit Exit from the command line to return to the server console prompt.
U $ exit
Connection to 192.168.1.199 closed.
35. | Repeat Repeat steps 22. through 34. of this procedure for each DP server installed
] in the same SOAM enclosure.
36. | PMAC Guest VM: | Exit from the PMAC server.
] | Exit $ exit
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Procedure 11. Install the Data Processor Blade (All SOAM Sites)

37.
i

Primary SDS VIP:
Create a server

group

1. Navigate to Configuration > Server Groups.

=l Main Menu
[+] [ Administration
[=] ‘—y Configuration
[+] [ Metworking
[ seners
[Z] Semwver Groups
[£] Resource Domains

D Places
2. Click Insert.

Insert Report

3. Fillin the following fields:

Server Group Name:
Level:

Parent:

Function:

WAN Replication Connection Count: Use Default Value (1)

Main Menu: Configuration -> Server Groups [Insert]

Adding new server group

<Server Group Name>

C

System OAM group

SDS (Active/Standby Pair)

Field Value Description
Server Group Name * dp sds 1 _grp i:ﬁ:;.‘.;ent
Level * C Select one of
Parent * sds _so_grp b Select an exa
Function * sDs Select one ol
WAN Replication Connection Count 1 Specity the n
Ok Apply Cancel |
4. Click OK.
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Procedure 11. Install the Data Processor Blade (All SOAM Sites)

38. | Primary SDS VIP:

[] | Add server to

1. Select the new server group and click Edit.

Main Menu: Configuration -> Server Groups

OAM Server
Group
Server Group Mame Level Parent Function ggﬂﬁ“““" Serve
i dp_sds_1_grp ic  isdssos i 508 i1
2. Mark the Include in SG checkbox next to the A and B servers.
3. Click OK.
39. | Repeat Repeat steps 37. And 38. of this procedure for each DP server installed in

the same SOAM enclosure, using a unique group name for each DP.

40. | Primary SDS VIP:

[] | Make sure alarms
clear

1. Navigate to Alarms & Events > View Active.

Wain Mery
o, ) Main Menu: Alarms & Evenis -> View Active
| Adrrarisirasor
1 Configur gor M "'| = = Tasks = [ Gonght =
_y Mlarms & Everds - - = =
] View Active
y e wilant sl e Sl k% snds_pao oy
| View Trag
| Securty Lag Eveni ID TirsesLamp Sowe Prod Procs NE
]
) Seatus & Manags S Al [anr Adkditinal Irnla
| Viaasereiy
| Commure alion Agect
1 DS
A W AP Gssle
i ek
Y Lagal MNobices
3 Logout
L E mpsort Hopart

2. Verify the Event ID 10200 displays with the SDS SOAM server
hostname in the Instance field.

Monitor event ID 10200 (Remote Database re-initialization in progress). Do not
proceed to the next step until the alarm clears for all DP servers.
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Procedure 11. Install the Data Processor Blade (All SOAM Sites)

41.
i

Primary SDS VIP:
Verify status

1. Navigate to Status & Manage > Server.

[=] ‘3 Status & Manage

] Network Elements
) Semver
_‘ HA
] Database
T KPIs
] Processes

[+] (O] Tasks

D Files

2. Verify the DB is Norm and the Proc status is Man for the DP server.

[ — =
—— 0
& gy — ==

Wlain Menu: Status & Manage -» Server
Thes =

S Fbare

i
;

dp-aciu-1

R L)

&R

] 2,

EIRLS S

W =
Warn

&R
i

Mg

Primary SDS VIP:
Restart the SDS
SOAM B server

1. Select the DP server and click Restart.

stop Restart Rebooct MWTP Sync  Report
2. Click OK to confirm.
The Info banner displays a success message.

Main Menu: Status & Manage -> Server

| Filter =|{ Infa_*:

Info

Server Hosfr
= dp-sds-1; Successfully restanied apphcation.

dp-sds-1
dr-sds-no-3 SD5_ME
sd=-no-3 SD5 _ME
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Procedure 11. Install the Data Processor Blade (All SOAM Sites)

43.
i

Primary SDS VIP:
Verify status

1. Verify the Appl State is Enabled, and DB, Reporting Status, and Proc
are Norm for the DP server.

Main Meni! $1aties & Manage -> Server

A L

Eriabiks s ™
L= [} Horm
Eoniges T o

Enmbie L Ll

e EDE_WE B M
2. Wait at least 5 minutes before proceeding to the next step.

Important: To refresh the status screen, navigate to Status & Manage >
Server again from the main menu.

44,
[]

Repeat

Repeat steps 41. through 43. of this procedure for each additional DP
server installed in the SOAM cabinet.

5.10 Configure ComAgent

This procedure configures the ComAgent that allows the SDS Data Processor servers and the DSR
Message Processor servers to communicate with each other. These steps cannot be executed until all
SDS DP servers are configured.

Procedure 12. Configure ComAgent (All SOAM Sites)

1.
[

Primary SDS VIP:
Login

Log into the active SDS site with the XMl virtual IP (VIP) address using the
default user and password.

Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).

ORACLE

Oracle System Login
Wed Now 16 19-07-38 2016 UTC

Log In
Enter your usemame and password to log in

Session was logged out at 11:07:20 am.

Username:
Password:
Change password

Lag in
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Procedure 12. Configure ComAgent (All SOAM Sites)

2,
i

Primary SDS VIP:
Add a message
processor server

1. Navigate to Communication Agent > Configuration > Remote

Servers.

= Main Manu
s (] Adminisiration
s ] Confguration
s ] Adarmed & Events l Fiitee _l
s ] Sacunty Log
¢ ] Slaha & Manage

s ] Maddemants Tabile Descriplicn: Remote Serven Tabls
_j Commuracalion Agam
= g Configuralion

] Remabe Sirvess Insort
L] Connaction Deoups

] Reantnd Sarvicas Copyright © 2010

2. Click Insert.

Type a Remote Server Name for the DSR message processor server.
Use either the IPv4 or IPv6 line to enter the IMI IP address for the MP

e

blade.

Select the IP Address Preference.

Select the Local Server Group and click Add to assign it.

5
6. Select Client as the Remote Server Mode.
7
8

Click OK.

Main Menu: Communication Agent -> Configuration -> Remote Servers [Insert]

Inserting Remobe Servers
Field Vahe D soription

Linagse ahendfiel used in Lared 3 Remow

Hemole Lerver Kame * RESOEMPY |Defmll = pia Aangs = & X1-pharacier

This is i IPvd 1P aideess of the Aema

St 1w I Ak 548 15T
Remele Server e 1P Address 1582545157 A ———

T 1m i 1Py IP aridsess of the Aema

Bercae Server iPeE P Aoore,
s e . [l = rim; Fange = & vaiud IPvE 1P

Kmviles s mode 1 which the Hemak

Remots Sarver Mot * Clant
o ¥ - |Dwtmal = v, Blangs = Chanl, Sarewr] [

T Prvkassed |1} Addne ki roanscio

P Aiddress Prederence P &
ComAgenl Nedwark Pralr e i -t 4 Nambovek P .

Awinisle Local Server Groupe
belast sds DF_2

dyblin_pgs DP_j
dubbn_sds_DP_2Z

This Pl sqwsnilfiess e Soreer Gooups w
Anmgned Local Serves Giroups * Add  Femeve sl Local Server Gepups i Sen
|Defmslt = wa, Range = Lisi ol conligue

Anwigned Local Server Groaps.

beftas_sds_DF_1

o Apply  Cancel

Main Menu: Communication Agent <> Configurati

2018, Orachs and

®

Repeat

Repeat this procedure for each additional remote DA-MP in the associated

DSR SOAM NE.
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Appendix A. Access the iLO VGA Redirection Window

Procedure 13. Access the iLO VGA Redirection Window

1. | Login Log into the iLO console as the administrator using the https:// access.

[

/= Home - Windows Internet Explorer

£ | https://10,240,240,91

Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).

@

Integrated Lights-Out 2

HP Proliant

Proswms  sasssase

Access the From the Remote Console tab, click Integrated Remote Console.

Remote Console &f# Irtegrated Lights-Cut 2 T _

panats corscts (TN I o EETETET

O™

Remote Console Information LF]
i Norreat in

Intagrated Rissle Consob

IFEEBL D H i)

Famaots Consols

Famule Serial Lt
Bopiess 4 VTEED pord consoly Prone @ Jovd apekit- based ool oot o tha

The iLO Console window displays. The console window resembles an MS-
DOS window but DOES NOT have a scroll-back buffer.

=] | Options

Appendix B. Create a Temporary External IP Address to Access SDS GUI

This procedure creates a temporary external IP address to access the SDS A GUI before configuring the
first SDS. This procedure assumes the user has access to the iLO and can access an external (XMI)
network at the customer site. Use this IP address in a web browser to access the GUI to configure the
first SDS.
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Note:

If this method is used, then the Ethernet port (for Gen8, eth02; for Gen9, eth03) must be

unconfigured in step 1. of Procedure 3 in Section 5.1 Configure SDS A and B (1st SDS NOAM

Site Only).

Procedure 14. Create a Temporary External IP Address to Access SDS GUI

1. | Login Log into the SDS NOAM A ILO as indicated in Appendix A.
[] CentOS release 5.6 (Final)
Kernel 2.6.18-238.19.1.elbprerel5.0.0 72.22.0 on an x86_ 64
hostnamel260476221 login: admusr
Password: <admusr password>
2. | Delete bondo, if For Gen8:
[] | present $ sudo netAdm delete --device=bond0
eth0l was successfully removed from bondO
ethll was successfully removed from bondO
Interface bond0 removed
For Gen9:
$ sudo netAdm delete --device=bond0
eth0l was successfully removed from bondO
eth02 was successfully removed from bondO
Interface bond0 removed
3. | Add XMI IP For Gen8, use eth02:
[] | address to the first $ sudo netAdm set —--device=eth02
SDS —--onboot=yes --netmask=255.255.255.0
-—address=<XMI IP Address_ for SDS A>
Interface eth02 updated
For Gen9, use eth03:
$ sudo netAdm set —--device=eth03
—-—onboot=yes --netmask=255.255.255.0
-—address=<XMI IP Address_ for SDS A>
Interface eth03 updated
4. | Add route to the For Gen8:
[] | default gateway $ sudo netAdm add —-device=eth02
fqr the first SDS route—default -
site gateway=<XMI TP Address for default gateway>
Route to eth02 added
For Gen9:
$ sudo netAdm add --device=eth03
-—route=default --
gateway=<XMI IP Address for default gateway>
Route to eth03 added
5. | Ping gateway Wait a few minutes and then ping the default gateway to ensure
[] connectivity.
$ ping <XMI IP Address for default gateway>
6. | Log off the ILO $ exit
[
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Appendix C. Establish a Local Connection for Accessing the SDS GUI

This procedure connects a laptop to the SDS NOAM A server using a directly cabled Ethernet connection
and setting the IP address of the laptop. This procedure enables the user to use the laptop for accessing
the SDS GUI before configuring the first SDS.

This procedure configures a temporary external IP address for SDS NOAM A for the 1* SDS site. Use
this IP address in a web browser to access the GUI to configure the first SDS.

When this procedure is complete, the user can launch an approved web browser on this laptop and
connect to https://192.168.100.11 to access the SDS GUI using a temporary IP address.

Procedure 15. Establish a Local Connection for Accessing the SDS GUI

1. | Access the Connect to the SDS NOAM A server’s console using one of the access methods
[ ]| server's described in Section 2.3.
console
2. | Login 1. Access the command prompt.
[]

2. Loginto the SDS NOAM A server as the admusr user.

CentOS release 5.6 (Final)

Kernel 2.6.18-238.19.1.el5prerel5.0.0 72.22.0 on an
x86_ 64

hostnamel260476221 login: admusr

Password: <admusr password>

3. | Configure static | For Gen8, configure on eth14 port.

D IP $ sudo netAdm set --device=ethld --
192.168.100.1 address=192.168.100.11 --netmask=255.255.255.0 --
1 for SDS onboot=yes
NOAM A

For Gen9, configure on eith08 port

$ sudo netAdm set --device=eth(08 --
address=192.168.100.11 --netmask=255.255.255.0 --
onboot=yes

server
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Procedure 15. Establish a Local Connection for Accessing the SDS GUI

4. | Physically

[ ]| connect the
laptop to the
server

For Gen8:
1. Plug in one end of the Ethernet cable (straight-thru) into the back of SDS

NOAM A server ETH14 (top left port).
2. Plug the other end of the Ethernet cable into the laptop’s Ethernet jack

~
'
|-
Q)
‘II
g

T HP DL380p Gen8 Backplane
iLO 4

ETHO3 —»| | ¥
ETHO2 —»||
ETHO1 —»f|

ETHO4 —»|[W,

Figure 15. HP DL380p Gen8 Backplane

For Gen9:
1. Plug in one end of the Ethernet cable (straight-thru) into the back of SDS

NOAM A server ETHO8 (bottom left port).
2. Plug the other end of the Ethernet cable into the laptop’s Ethernet jack.

S
(3o
S S S
LTI T TS
-
oSS
L/

Gs) (9)

Figure 16. HP DL380 (Gen9), DC (Rear Panel)

Page | 123

E93224-01



Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 15. Establish a Local Connection for Accessing the SDS GUI

5.
i

Set the IP
address and
netmask

For Windows XP:

1. From the Control Panel, double-
click on Network Connections.

2. Right-click on the wired
Ethernet Interface icon and
click Properties.

3. Select Internet Protocol
(TCP/IP) and click Properties.

Canmint Lo
W Eroadosn Metdere Goatd Bhers

This conneoiion Lses the falowing Bems

i BB Pl and Prirer Shanng for Mecrosol Pletworks o
e Q3% Packed Gohaduer

Imieerest Prodocol (TOP )

Desaias

Trerernesion Cordesl Protiocoly intemat: Protocall. Tha defecl
e ares rubworh, prolocol That provides corrurssabon
BoE4 divers imenonreoisd netwoks

T SFwre s o redfic e aeea whe cormcied
| My ot ot el Convecteon his bbed or ro cofnetinety

[ J[e===]

4. Setthe IP address and netmask
of the laptop’s network interface
card to an IP address within the
same network subnet as the
statically assigned IP address
used in step 3.
(192.168.100.100 is suggested).

Click OK.
Click Close.

laternot Protacol {TCP/IP) Properties

Gerwd

You can get IP sefings ammgned mtceuticaly f your netwodk suppots
P capabiity Otherwae, you need to ask your netwide acrarastrator for
e spporopiste P astings

) Ottan on P adSess atoenmdealy

(%) Use the folowng IF adomes

1P adbes 152163 100 800
Scbnet mask 25 5 .55 ¥
Owf et gewnny

(%) Use the lobownrg DNS server sddeases
Prfared DNS server

Adenate DNS server
]
oK l\(‘J Carcet |

For Windows Vista/Win 7:
1. From the Control Panel, double-click
on Network and Sharing Center.

2. Select Manage Network
Connections (left menu).

3. Right-click the wired Ethernet
Interface icon and Click Properties.

4. Select Internet Protocol Version 4
(TCP/IPv4).

- Lo=cal Ares Connection Properties

Canaral | Achrarced

Cornsel LS
W Eroadenes Netliens Gaast Slhere

This Donneaion wses the Tollgwng tems

Cal gl’- b mred Primber Shaning Tor Meosmsol Mstworks oy
a2 o5 Pocket Soheduler

€ >
sl Progees | ]
Dregoriplinn

Traramimion Cortrol Frotocol/ieiemat Prolozol. Tha defeut
vade Brea retresrk protscol el provedes cormsursabon
BT SrETSe ImeToTnenisd nebwiso

T S azan mradcalen sron wher sorrecied
| Mhstdy vt wwhien Tres Corectenn Fas rded of fi Coeectvy

5. Setthe IP address and netmask of
the laptop’s network interface card
to an IP address within the same
network subnet as the statically
assigned IP address used in step 3.
(192.168.100.100 is suggested).

6. Click OK.

7. Click Close.
—+ Local drea Connection Properties
General | Advances
Connect ueng

B Beoadcon Heene Ggabl Bheme [ — |

The connecion uses the following bens
Ll Ol for Micrssolt Netwerka

o Dedirrariatic Malmank Erhancs

e H'.\'lm rlarradaie evar

¥ Bl Fs and Privker Shama for Micosdt Netwarks =

4 *

sl | [ Unam | Proparies

Daacripon

Aot YOUr COMPUIET 1 2C08SS RS0 o & Mcrsok
et

[ 5oz i in rotification anea when connecied
[#] Mty rras vwhen Ehiss conmecdion his niled or ne conneciy
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Appendix D. Configure Cisco 4948E-F Aggregation Switches

These switch configuration procedures require the SDS hardware (servers and switches) be installed in a
frame as indicated in Figure 17.
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FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

SWITCH B (Cisco 4948E-F)

FILLER PANEL

SWITCH A (Cisco 4948E-F)

S

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

FILLER PANEL

SERVER C - QUERY (HP DL380 Gen8/Geng)

SERVER B - 505 NOAM (HP DL380 Gen8/GenS)

SERVER A - SDS NOAM (HP DL380 Gen8,/Gen3d)

Servers

FILLER PANEL

FILLER PANEL

FILLER PANEL

Figure 17. SDS Frame Layout
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D.1 Verify Cisco Switch Wiring (All SDS NOAM Sites)

Procedure 16. Verify Cisco Switch Wiring

1. | Set/Verify the cable | 1. Verify the ISL switchl1A, Port 1 to switch1B, Port 1 is connected.
[ ]| configuration at the . . . .
Cisco 4948E-F 2. Verify the ISL switch1A, Port 2 to switch1B, Port 2 is connected.
switches 3. Verify the ISL switch1A, Port 3 to switch1B, Port 3 is connected.
4. Verify the ISL switch1A, Port 4 to switch1B, Port 4 is connected.
Port 1 Port 47 Port 49 Console Port
Port 52
Port 2 Fort 48 Managernent
Port
Figure 18. Cisco 4948E-F Switch ISL Connections — Switch 1B (Top) to
Switch 1A (Bottom)
2. | Verify server A has For Gen8:
[]| the Quad-Serial 1. Verify the switch 1A console port is connected to server A Quad-Serial port S1
card interface ports using cable 830-1229-xx.
connected to the . . ) .
console port of each | 2. Verify the switch 1B console port is connected to server A Quad-Serial port S2
switch port using cable 830-1229-xx.
Port 1 Port 47 Port 49 Consaole Port
Port 52
Port 2 Port 48 Management
Port
Figure 19. Cisco 4948E-F Switch (Console Port)
3. Verify switch 1A, port 5, is connected to server A ethO1.
4. Verify switch 1B, port 5, is connected to server A eth11.
5. Verify switch 1A, port 6, is connected to server B ethO1.
6. Verify switch 1B, port 6, is connected to server B eth11.
7. Verify switch 1A, port 7, is connected to server C ethO1.
8. Verify switch 1B, port 7, is connected to server C eth11.
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Procedure 16. Verify Cisco Switch Wiring

T ™M N O~
™ v e
L ke ka
F ~ F F
w W ow w
ﬁl Aﬁ ﬁ ﬁJ :0
P a8
Quad-Serial cable P @m L
Iaag iLo4
i i won v @
[ gy
w ww
Figure 20. HP DL380 Gen8, Rear Panel (Quad-Serial Ports)
< M N ™
™ =l =- ™
1 i it =i
CEGE
l l l l HP DL380p Gen8 Backplane
e 4

»
>
.
»
3

ETHO4 —»
ETHO3 —»
ETHO2 —|
ETHO1 —»

Figure 21. HP DL380 Gen8, Rear Panel (Ethernet)

For Gen9:
1. Verify the switch 1A console port is connected to server A USB port USBO.

2. Verify the switch 1B console port is connected to server A USB port USB1.

Fart 1 Port 47 Port 49 Console Port

Part 52

Port 2 Port 48 Management
Port

Figure 22. Cisco 4948E-F Switch (Console Port)
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Figure 23. HP DL380 (Gen9), DC (Rear Panel)

Verify switch 1A, port 5, is connected to server A ethO1.
Verify switch 1B, port 5, is connected to server A eth02.
Verify switch 1A, port 6, is connected to server B ethO1.
Verify switch 1B, port 6, is connected to server B eth02.
Verify switch 1A, port 7, is connected to server C ethO1.

Verify switch 1B, port 7, is connected to server C eth02.

D.2 Configure Cisco 4948E-F Aggregation Switches

This procedure may refer to variable data indicated by text within <>. Refer to Table 4 for the proper
value to insert depending on your system type.

CAUTION!! All netConfig commands must be typed exactly as they are shown here! Input is case
sensitive, there is no input validation, and some terminal clients inject bad characters if you backspace!
Press Ctrl-C to exit netConfig if you make a mistake on any field and re-run that command.

Table 4. 4948-F Aggregation Switch Variables

Management
Variable Server Serial Port (DL380 Gen8) | Serial Port (DL380 Gen9)
<switch1lA_serial_port> Server A ttyS4 ttyUSBO
<switch1B_serial_port> Server A ttyS5 ttyUSB1
Variable
<IOS_image_file> Fill in the appropriate value from [4]:
Variable Value

<switch_platform_username>

Contact My Oracle Support (MOS)

<switch_platform_password>

Contact My Oracle Support (MOS)

<switch_console_password>

Contact My Oracle Support (MOS)

<switch_enable_password>

Contact My Oracle Support (MOS)

<Server A_mgmt VLAN_IP_address >

Primary SDS: 169.254.1.11
DR SDS: 169.254.1.14
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Variable Value

<Server B_mgmt VLAN_IP_address> Primary SDS: 169.254.1.12
DR SDS: 169.254.1.15

<switch_mgmt VLAN_ID> 2

<switch1A_mgmt VLAN_IP_address> 169.254.1.1

<netmask> 255.255.255.0

<switch1B_mgmtVLAN_IP_address> 169.254.1.2

<management_server_mgmt interface> bond0.2

<Server A_iLO_IP> (See NAPD documentation for IP address)

<Server B_iLO_IP> (See NAPD documentation for IP address)

Ethernet Interface DL380 Gen8 DL380 Gen9
<ethernet_interface_1> bond0.2 (eth01, eth11) bond0.2 (eth01, eth02)
<ethernet_interface_2> bond0.4 (eth01, eth11) bond0.4 (eth01, eth02)
Variable Value

<platcfg_password> Contact My Oracle Support (MOS)
<management_server_mgmtinterface> bond0.2

<switch_backup_user> Contact My Oracle Support (MOS)
<switch_backup_user_password> Contact My Oracle Support (MOS)

Uplinks, if present, must be disconnected from the customer network before executing this procedure.
One of the steps in this procedure will instruct when to reconnect these uplink cables. Refer to Section O
for determining which cables are used for customer uplink.

Needed Material:
e HP Misc. Firmware DVD

HP Solutions Firmware Upgrade Pack Release Notes [3]
e Application specific documentation (documentation that referred to this procedure)

e Switch A and B initialization xml files and SDS switch configuration xml file located on the NOAM
server in the /usr/TKLC/plat/etc/switch/xml/ directory 1SO.

e Application ISO's with netConfig and its required RPMs.
Note: If a procedural STEP fails to execute successfully, STOP and contact My Oracle Support (MOS).

Procedure 17. Configure Cisco 4948E-F Switches (All SDS NOAM Sites)

1. | Server A: Access | Connect to the Server A console using one of the access methods
[] | the server console | described in Section 2.3.

Page | 129 E93224-01



Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 17. Configure Cisco 4948E-F Switches (All SDS NOAM Sites)

2. | Server A: Login Log into the HP DL380 server as admusr.

[ login: admusr
Using keyboard-interactive authentication.
Password: <admusr password>

3. | Server A: Verify Verify the switch1A initialization file exists.

[] | files exist

If any file does not exist, contact My Oracle Support (MOS) for assistance.

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/switchlA SDS 4948E E-
F init.xml

$ 1s -1 /usr/TKLC/plat/etc/switch/xml/switchlB SDS 4948E E-
F init.xml

Verify the switch1B initialization file exists.

$ 1s -1
/usr/TKLC/plat/etc/switch/xml/Primary switchlA SDS 4948E E-
F configure.xml

$ 1s -1
/usr/TKLC/plat/etc/switch/xml/Primary switchlB SDS 4948E E-
F configure.xml

Verify the switch configuration files exist.

$ 1s -1
/usr/TKLC/plat/etc/switch/xml/DR _switchlA SDS 4948E E-
F configure.xml

$ 1s -1
/usr/TKLC/plat/etc/switch/xml/DR _switchlB SDS 4948E E-
F configure.xml
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4. | Server A: For For Gen8, verify quad-serial port mappings (quad-dongle S1 = ttyS4, quad-
[] | serial ports dongle S2 = ttyS5):
$ sudo setserial -g /dev/ttyS{l..12}
/dev/ttySl, UART: 16550A, Port: 0x02f8, IRQ: 3
/dev/ttyS2, UART: unknown, Port: 0x03e8, IRQ: 4
/dev/ttyS3, UART: unknown, Port: 0x02e8, IRQ: 3
/dev/ttyS4, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS5, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS6, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS7, UART: 16950/954, Port: 0x0000, IRQ: 24
/dev/ttyS8, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS9, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS10, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS11l, UART: unknown, Port: 0x0000, IRQ: O
/dev/ttyS12, UART: unknown, Port: 0x0000, IRQ: O
If output does not match the example, contact My Oracle Support (MOS) for
assistance.
For Gen9, verify serial port mapping from USB0O and USB1:
$ sudo setserial -g /dev/ttyUSB*
/dev/ttyUSBO, UART: unknown, Port: 0x0000, IRQ: O,
Flags: low_ latency
/dev/ttyUSB1l, UART: unknown, Port: 0x0000, IRQ: O,
Flags: low latency
5. | Server A: Setup For Gen8:
[] | conserver serial $ sudo conserverSetup -i -s

console access for
switch1lA

<SERVER_A mgmtVLAN IP address>
Example:
$ sudo conserverSetup -i -s 169.254.1.11

Enter your platcfg username, followed by
Enter:platcfg

Enter your platcfg password, followed by Enter:

Target address is local to this host. Running
conserverSetup in local mode.

Checking Platform Revision for local TPD
installation...

The local machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Checking Platform Revision for remote TPD
installation...

The remote machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection
(default: "switchlA console"), followed by Enter:
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switchlA console

Enter the serial device designation for

switchlA console (default: "ttyUsSBO"), followed by

Enter:ttyS4

Configure additional serial consoles [Y/n]? [press

ENTER for default <Y>]:n

Configuring switch 'switchlA console' console
server...Configured.

Configuring console repository
service...... Configured.

Remote host has the following available interfaces:

bond0
bond0.4
bondl
eth01
eth02
ethll
ethl?2

Enter the name of the bond on the remote

server (default: "bondO0"), followed by Enter: <PRESS

ENTER KEY HERE>

...No entry provided for bond. Resorting to default.

Slave interfaces for bondO:
bond0 interface: ethO1
bond0 interface: ethll

For Gen9:

$ sudo conserverSetup -i -u
<SERVER A mgmtVLAN IP address>

Example:
$ sudo conserverSetup -1 -u 169.254.1.11

Enter your platcfg username, followed by
Enter:platcfg

Enter your platcfg password, followed by Enter:

Target address is local to this host. Running
conserverSetup in local mode.

Checking Platform Revision for local TPD
installation...

The local machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Checking Platform Revision for remote TPD
installation...

The remote machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection
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(default: "switchlA console"), followed by Enter:
switchlA console

Enter the serial device designation for
switchlA console (default: "ttyUSBO"), followed by
Enter:ttyUSBO

Configure additional serial consoles [Y/n]? [press
ENTER for default <¥>]:n

Configuring switch 'switchlA console' console
server...Configured.

Configuring console repository
service...... Configured.

Remote host has the following available interfaces:
bond0
bond0.4
bondl
eth01
eth02
ethll
ethl?2

Enter the name of the bond on the remote
server (default: "bondO0"), followed by Enter: [PRESS
ENTER KEY]

...No entry provided for bond. Resorting to default.
Slave interfaces for bond0O:

bond0 interface: ethO1

bond0 interface: eth02

Server A: Setup | For Gen8:

°

conserver serial $ sudo conserverSetup -i -s
console access for <SERVER A mgmtVLAN IP address>
witch1B T -

switc Example:

$ sudo conserverSetup -1 -s 169.254.1.11

Enter your platcfg username, followed by
Enter:platcfg

Enter your platcfg password, followed by Enter:

Checking Platform Revision for local TPD
installation...

The local machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Checking Platform Revision for remote TPD
installation...

The remote machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection
(default: "switchlA console"), followed by
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Enter:switchlB console

Enter the serial device designation for

switchlB console (default: "ttyUsSBO"), followed by

Enter:ttyS5

Configure additional serial consoles [Y/n]? [press

ENTER for default <Y>]:n

Configuring switch 'switchlB console' console
server...Configured.

Configuring console repository service...

Repo entry for "console service" already exists;

deleting entry for:
Service Name: console service
Type: conserver
Host: 169.254.1.11

...Configured.

Remote host has the following available interfaces:

bond0
bond0.2
bond0.4
bondl
eth01
eth02
ethll
ethl?2
ethl3
ethld

Enter the name of the bond on the remote
server (default: "bond0"), followed by Enter:

...No entry provided for bond. Resorting to default.

Slave interfaces for bond0O:
bond0 interface: ethO1
bond0 interface: ethll

For Gen9:

$ sudo conserverSetup -i -u
<SERVER A mgmtVLAN IP address>

Example:
$ sudo conserverSetup -i -u 169.254.1.11

Enter your platcfg username, followed by
Enter:platcfg

Enter your platcfg password, followed by Enter:

Checking Platform Revision for local TPD
installation...

The local machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Checking Platform Revision for remote TPD
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installation...
The remote machine is running:
Product Name: SDS
Base Distro Release: 7.0.0.0.0 86.14.0

Enter the switch name for this console connection
(default: "switchlA console"), followed by
Enter:switchlB console

Enter the serial device designation for
switchlB console (default: "ttyUSBO"), followed by
Enter:ttyUSB1

Configure additional serial consoles [Y/n]? [press
ENTER for default <¥>]:n

Configuring switch 'switchlB console' console
server...Configured.

Configuring iptables for port(s) 782...Configured.

Configuring iptables for port(s)
1024:65535...Configured.

Configuring console repository service...

Repo entry for "console service" already exists;
deleting entry for:

Service Name: console service
Type: conserver
Host: 169.254.1.11
...Configured.
Remote host has the following available interfaces:
bond0
bond0.2
bond0.4
bondl
eth01
eth02
ethll
ethl2
ethl3
ethl4d

Enter the name of the bond on the remote
server (default: "bond0"), followed by Enter:

...No entry provided for bond. Resorting to default.
Slave interfaces for bond0O:

bond0 interface: ethO1

bond0 interface: eth02
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7. | Server A: Add a 1. Add arepository for SSH service.
[] | repository for SSH

) $ sudo netConfig —--repo addService name=ssh service
service -

Service type? (tftp, ssh, conserver, oa) ssh
SSH host IP? 169.254.1.11
SSH username: admusr
SSH password? <user password>
Verify password: <user password>
Add service for ssh service successful
2. Verify you have entered the information correctly for SSH service.

$ sudo netConfig --repo showService name=ssh service

Service Name: ssh service
Type: ssh
Host: 169.254.1.11
Options:
password:

615EBD88232A2EFDO080AC990393083D

user: admusr

Server A: Add a 1. Add arepository for TFTP service.
repository for
TFTP service

]

$ sudo netConfig --repo addService name=tftp service
Service type? (tftp, ssh, conserver, oa) tftp
Service host? 169.254.1.11

Directory on host? /var/lib/tftpboot/

Add service for tftp service successful

2. Verify you have entered the information correctly for TFTP service

$ sudo netConfig --repo showService name=tftp service

Service Name: tftp service
Type: tftp
Host: 169.254.1.11
Options:

dir: /var/lib/tftpboot/
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9. | Server A: Create | 1. Create console service for switchlA.
[] | console service for

. $ sudo netConfig —--repo addService
switch1A d P

name=switchlA consvc
Service type? (tftp, ssh, conserver, oa) conserver
Conserver host IP? 169.254.1.11
Conserver username? platcfg
Service password? <platcfg password>
Verify password: <platcfg password>
Add service for switchlA consvc successful
2. Verify you have entered the information correctly for switchlA console
service
$ sudo netConfig --repo showService
name=switchlA consvc
Service Name: switchlA consvc

Type: conserver

Host: 169.254.1.11

Options:

password:

0B902ECD13D5BD2F1B57B5BFC6E9SFES

user: platcfg

10. | Server A: Add 1. Add repository for switch1B console service.
[] | repository for
switch1B console
service

$ sudo netConfig —--repo addService
name=switchlB consvc

Service type? (tftp, ssh, conserver, oa) conserver
Conserver host IP? 169.254.1.11
Conserver username? platcfg
Service password?: <platcfg password>
Verify password: <platcfg password>
Add service for console service successful
2. Verify you have entered the information correctly for switch1B console
service

$ sudo netConfig —--repo showService
name=switchlB consvc

Service Name: switchlB consvc
Type: conserver
Host: 169.254.1.11
Options:
password:

OB902ECD13D5BD2F1B57B5BFCOEIS5FES
user: platcfg
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11,
[

Server A: Verify
and remove
console_service, if
present

$ sudo netConfig --repo showService
name=console service

Services:
Service Name: console service
Type: conserver
Host: 169.254.1.11
Options:
password:

0B902ECD13D5BD2F1B57B5BFC6EOSFES
user: platcfg

If console_service is present, then remove it; otherwise, skip to the next
step.

$ sudo netConfig —--repo deleteService
name=console service

Are you sure you want to delete console service
(y/n)? y

Deleting service console service...

Server A: Add
repository for
switches

Note: Remember to copy the firmware file to this server.
1. Add repository for switch1A.
$ sudo netConfig --repo addDevice name=switchlA --
reuseCredentials
Device Vendor? Cisco
Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6
(address/prefix notation) address for management?:
169.254.1.1/24

Is the management interface a port or a vlan?
[vlan] :vlan

What is the VLAN ID of the management VLAN? [2]: 2
What is the name of the management VLAN?

[management] : management

What switchport connects to the management server?
[GE40]: GE5

What is the switchport mode (access|trunk) for the
management server port? [trunk]: trunk

What are the allowed vlans for the management server
port? [1,2]: 1-4

Enter the name of the firmware file [cat4500e-
entservicesk9-mz.122-54.WO.bin] :

Enter the name of the upgrade file transfer service:
tftp service

File transfer service to be used in upgrade:

tftp service

WARNING: Could not find firmware file on local host.
If using a local service, please update the device

entry using the editDevice command or copy the file
to the correct location.

Page | 138

E93224-01



Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 17. Configure Cisco 4948E-F Switches (All SDS NOAM Sites)

Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for switchlA using oob...

What is the name of the service used for OOB access?
switchlA consvc

What is the name of the console for OOB access?
switchlA console

What is the platform access username? platcfg
What is the device console password?

Verify password:

What is the platform user password?

Verify password:

What is the device privileged mode password?
Verify password:

Should the live network adapter be added (y/n)? y
Adding cli protocol for switchlA using network...
Network device access already set: 169.254.1.1
Should the live oob adapter be added (y/n)? y
Adding cli protocol for switchlA using oob...

OOB device access already set: switchlA consvc
Device named switchlA successfully added.

Add repository for switch1B.

$ sudo netConfig --repo addDevice name=switchlB --
reuseCredentials

Device Vendor? Cisco

Device Model? 4948E-F

What is the IPv4 (CIDR notation) or IPv6
(address/prefix notation) address for management?:
169.254.1.2/24

Is the management interface a port or a vlan?
[vlian] :vlan

What is the VLAN ID of the management VLAN? [2]: 2

What is the name of the management VLAN?
[management]: management

What switchport connects to the management server?
[GE40]: GE5

What is the switchport mode (access|trunk) for the
management server port? [trunk]: trunk

What are the allowed vlans for the management server
port? [1,2]: 1-4

Enter the name of the firmware file [cat4500e-
entservicesk9-mz.122-54.WO.bin]:

Enter the name of the upgrade file transfer service:
tftp service

File transfer service to be used in upgrade:
tftp service

WARNING: Could not find firmware file on local host.
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If using a local service, please update the device
entry using the editDevice command or copy the file
to the correct location.

Should the init oob adapter be added (y/n)? y
Adding consolelInit protocol for switchlA using oob...

What is the name of the service used for OOB access?
switchlB consvc

What is the name of the console for OOB access?
switchlB console

What is the platform access username? platcfg
What is the device console password?

Verify password:

What is the platform user password?

Verify password:

What is the device privileged mode password?
Verify password:

Should the live network adapter be added (y/n)? y
Adding cli protocol for switchlA using network...
Network device access already set: 169.254.1.2
Should the live oob adapter be added (y/n)? y
Adding cli protocol for switchlA using oob...

OOB device access already set: switchlB consvc
Device named switchlB successfully added.

Verify you have entered the information correctly.

$ sudo netConfig --repo listDevices

Devices:

Device: switchlA

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.1
Access: OOB:

Service: switchlA consvc
Console: switchlA console
Init Protocol Configured
Live Protocol Configured
Device: switchlB

Vendor: Cisco

Model: 4948E-F

Access: Network: 169.254.1.2
Access: OOB:

Service: switchlB consvc
Console: switchlB console
Init Protocol Configured

Live Protocol Configured
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13. | Server A: Log Example:
[] | into switch 1A console -M <SERVER A_mgmtVLAN_IP_address> -| platcfg
switch1lA_console

$ /usr/bin/console -M 169.254.1.11 -1 platcfg
switchlA console

Enter platcfg@pmac5000101's password:
<platcfg password>

[Enter “"Ec?' for help]
Press <Enter>

14. | Switch 1A: Note Switch> show version | include image

[] thEimageYemK”‘ System image file is "bootflash:cat4500e-entservicesk9-
for comparison in mz.122-54.X0.bin"
a following step.

If the switch 1A (4948E-F) IOS does not display the correct version, then stop and
execute these following steps:

e Appendix D.3 Cisco 4948E-F 10S Upgrade (All SDS NOAM Sites)

e Return to this procedure and continue with the next step.

Notes:

e For each switch, compare the 10S version from previous steps with the 10S
version specified in the Firmware Upgrade Pack Release Notes [3] for the switch
model being used.

If the version from previous steps is equal or greater than the version from the
release notes and has "k9" in the name, denoting support for crypto, then continue
with the next step, there is no upgrade necessary for this switch.

15. | Switch 1A: Verify | 1. Execute show bootflash to verify that only the correct bootflash is
[] | bootflash present.

Switch> show bootflash

-#- --length-- ----- date/time------ path

1 25771102 Nov 29 2011 08:53:46 cat4500e-
entservicesk9-mz.122-54.X0.bin

95072256 bytes available (33210368 bytes used)
2. Note the image version for comparison in a following step.
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16. | Switch 1A: Reset | Switch>en

[] | switch back to Password:

facmwdeHUHSby Switch#write erase

deleting the

VLANS Erasing the nvram filesystem will remove all
configuration files! Continue? [confirm] <ENTER>
[OK]
Erase of nvram: complete
Switch#

*Jan 26 12:53:06.547: $SYS-7-NV_BLOCK INIT: Initialized
the geometry of nvram <ENTER>

Switch#config t

Enter configuration commands, one per line. End with
CNTL/Z.

Switch (config) #no vlan 2-1024

$Default VLAN 1002 may not be deleted.
$Default VLAN 1003 may not be deleted.
%$Default VLAN 1004 may not be deleted.
$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end

17. | Switch 1A: 1. Reload the switch

[] | Reload the switch Switchéreload

System configuration has been modified. Save?
[yes/no]: no

Proceed with reload? [confirm] <ENTER>
2. Monitor the switch reboot until it returns to a login prompt
cisco WS-C4948E-F (MPC8548) processor (revision 5)
with 1048576K bytes of memory.
Processor board ID CAT1529S91B
MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F
Last reset from Reload
1 Virtual Ethernet interface
48 Gigabit Ethernet interfaces
4 Ten Gigabit Ethernet interfaces
511K bytes of non-volatile configuration memory.
Press RETURN to get started! <ENTER>

18. | Switch 1A: Enter | Switch#enable
[] | enable mode
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19. | Switch 1A: Verify | Switch#dir bootflash:
[] | you see the Directory of bootflash:/
CO”‘?C“IQtSd. " 7 -rw- 25771102 Jan 31 2012 07:45:56
version isted Inthe 1, 5. 09 cat4500e-entservicesk9-mz.122-54.%0.bin
bootflash and note
the image version 128282624 bytes total (72122368 bytes free)
for comparison in
a following step
and then exit
20. | Switch 1A: Close | Switch#quit
[ Connecnonto Switch con0 is now available
switch Press RETURN to get started.
21. | Switch 1A: Exit Exit from console by pressing Ctrl+e+c+. (press Control and e, followed by
[] | from switch c and a period). You are returned to the server prompt.
22. | Server A: Log Example:
[] | into switch 1B console -M <SERVER A_mgmtVLAN_IP_address> -I platcfg
switch1B_console
$ /usr/bin/console -M 169.254.1.11 -1 platcfg
switchlB console
Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press <Enter>
23. | Switch 1B: Note Switch> show version | include image
[] | the image version System image file is "bootflash:cat4500e-entservicesk9-

for comparison in
a following step.

mz.122-54.X0.bin"
Note the image version for comparison in a following step.

If the switch 1B IOS does not display the correct version, then stop and execute
these following steps:

e Appendix D.3 Cisco 4948E-F 10S Upgrade (All SDS NOAM Sites) beginning
with step 25.

e Return to this procedure and continue with the next step.

Notes:

e For each switch, compare the 10S version from previous steps with the 10S
version specified in the Firmware Upgrade Pack Release Notes [3] for the switch
model being used.

e If the version from previous steps is equal or greater than the version from the
release notes and has "k9" in the name, denoting support for crypto, then
continue with the next step, there is no upgrade necessary for this switch.
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24. | Switch 1B: Verify | 1. Execute show bootflash to verify that only the correct bootflash is
[] | bootflash present.
Switch> show bootflash
-#- --length-- --—-—- date/time------ path
1 25771102 Nov 29 2011 09:04:04 cat4500e-
entservicesk9-mz.122-54.X0.bin
95072256 bytes available (33210368 bytes used)
2. Note the image version for comparison in a following step.
25. | Switch 1B: Reset | Switch>en
[] | switch back to Password:
](cjaeci'([aotirr)]/gdfhfglms by Switch#write erase
VLANS Erasing the nvram filesystem will remove all
configuration files! Continue? [confirm] <ENTER>
[OK]
Erase of nvram: complete
Switch#
*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK INIT: Initialized
the geometry of nvram <ENTER>
Switch#config t
Enter configuration commands, one per line. End with
CNTL/Z.
Switch (config)#no vlan 2-1024
$Default VLAN 1002 may not be deleted.
$Default VLAN 1003 may not be deleted.
%Default VLAN 1004 may not be deleted.
%$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end
26. | Switch 1B: 1. Reload the switch
[] | Reload the switch Switch#reload
System configuration has been modified. Save?
[yes/no]: no

[confirm] <ENTER>
2. Monitor the switch reboot until it returns to a login prompt

Proceed with reload?

cisco WS-C4948E-F (MPC8548) processor
with 1048576K bytes of memory.

Processor board ID CAT1529S91B
MPC8548 CPU at 1GHz, Cisco Catalyst 4948E-F
Last reset from Reload

(revision 5)

1 Virtual Ethernet interface

48 Gigabit Ethernet interfaces

4 Ten Gigabit Ethernet interfaces

511K bytes of non-volatile configuration memory.
Press RETURN to get started! <ENTER>
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27. | Switch 1B: Enter | Switch#enable

[] | enable mode

28. | Switch 1B: Verify | Switch#dir bootflash:

[] | you see the Directory of bootflash:/

CO”‘?C“IQtSd. " 7 -rw- 25771102 Jan 31 2012 07:45:56
Version lISted Inthe 1, . 49 cat4500e-entservicesk9-mz.122-54.%0.bin
bootflash and note
the image version 128282624 bytes total (72122368 bytes free)
for comparison in
a following step
and then exit
29. | Switch 1B: Close | Switch#quit
[] connection to Switch con0 is now available
switch Press RETURN to get started.

30. | Switch 1B: Exit Exit from console by pressing Ctrl+e+c+. (press Control and e, followed by

[] | from switch c and a period). You are returned to the server prompt.

31. | Server A: Open 1. Open firewall.

[ | firewall sudo iptablesAdm insert --type=rule --protocol=ipv4 -
-domain=10platnet --table=filter --chain=INPUT --
persist=yes --match="-s 169.254.1.0/24 -p udp --dport
69 -j ACCEPT" --location=1

2. Turn on tftp.
$ tpdProvd --client --noxml --ns=Xinetd
startXinetdService service tftp
Login on Remote: platcfg
Password of platcfg: <platcfg password>
1
32. | Server A: 1. |Initialize switch 1A.
[] | Initialize switches

$ sudo netConfig --
file=/usr/TKLC/plat/etc/switch/xml/switchlA SDS 4948E
_E-F init.xml
Processing file:
/usr/TKLC/plat/etc/switch/xml/switchlA SDS 4948E-
F init.xml

2. Initialize switch 1B.

$ sudo netConfig --
file=/usr/TKLC/plat/etc/switch/xml/switchlB SDS 4948E
_E-F init.xml
Processing file:
/usr/TKLC/plat/etc/switch/xml/switchlB SDS 4948E-
F init.xml

Note: This step takes about 2-3 minutes to complete.

Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).

A successful completion of netConfig returns the user to the prompt.
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33.
[

Server A: Ping
switches

Note:

VIP addresses are not yet available.

1. Ping switch 1A’s SVI (router interface) addresses to verify switch
initialization.

$ ping —-c 15 169.254.1.1
PING 169.

64
64
64
64
64
64
64
64
64
64
64
64
64
64
64

bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes
bytes

254.1.1

from
from
from
from
from
from
from
from
from
from
from
from
from
from

from

169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.

(169.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.

254

=

T

=

T R e

.1.1) 56(84) bytes of data.
icmp seg=1 ttl=255 time=3.09 ms

icmp seqg=10 ttl=255 time=0.416
icmp seg=11 ttl=255 time=0.381
icmp seg=12 ttl=255 time=0.426
icmp seg=13 ttl=255 time=0.420
icmp seg=14 ttl=255 time=0.415
icmp seqg=15 ttl=255 time=0.419

---169.254.1.1 ping statistics ---

15 packets transmitted,

ms

rtt min/avg/max/mdev

2. Ping switch 1B’s SVI (router interface) addresses to verify switch
initialization.

$ ping -c¢ 15 169.254.1.2
PING 169.

64
64
64
64
64
64
64

bytes
bytes
bytes
bytes
bytes
bytes
bytes

254.1.2

from
from
from
from
from
from

from

169.
169.
169.
169.
169.
169.
169.

(169.
254.
254.
254.
254.
254.
254.
254.

15 received, 0% packet loss, time

254

1.

e L Y

NN

2:

0.381/0.592/3.097/0.669 ms

.1.2) 56(84) bytes of data.

icmp seq=9 ttl=255 time=2.76 ms
icmp seg=10 ttl=255 time=0.397
icmp_seg=11 ttl=255 time=0.448
icmp_seg=12 ttl=255 time=0.382
icmp seg=13 ttl=255 time=0.426
icmp_seg=14 ttl=255 time=0.378
icmp seg=15 ttl=255 time=0.431

---169.254.1.2 ping statistics ---

15 packets transmitted,
time 14003 ms

rtt min/avg/max/mdev

7

received, +6 errors, 53% packet

0.378/0.747/2.769/0.825 ms, pipe 3

HNWARNING!!

Verify the pings are successful before continuing to the next step. If the ping
continues to receive “Destination Host Unreachable,” then stop this
procedure and contact My Oracle Support (MOS).

icmp seg=2 ttl=255 time=0.409 ms
icmp seqg=3 ttl=255 time=0.417 ms
icmp seg=4 ttl=255 time=0.418 ms
icmp seg=5 ttl=255 time=0.419 ms
icmp seg=6 ttl=255 time=0.419 ms
icmp seg=7 ttl=255 time=0.429 ms
icmp seqg=8 ttl=255 time=0.423 ms
icmp seg=9 ttl=255 time=0.381 ms

ms
ms
ms
ms
ms

ms

14006

ms
ms
ms
ms
ms

ms

loss,
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34. | Server A: 1. Configure switch 1A
[ Cohﬂﬁwe $ sudo netConfig --
switches file=/usr/TKLC/plat/etc/switch/xml/Primary switchlA S
DS 4948E E-F configure.xml
Processing file:
/usr/TKLC/plat/etc/switch/xml/Primary switchlA SDS 49
48E-F configure.xml
2. Configure switch 1B.
$ sudo netConfig --
file=/usr/TKLC/plat/etc/switch/xml/Primary switchlB S
DS 4948E E-F configure.xml
Processing file:
/usr/TKLC/plat/etc/switch/xml/Primary
switchlB SDS 4948E-F configure.xml
Note: This step takes about 2-3 minutes to complete.
Check the output of this command for any errors. If this fails for any reason,
stop this procedure and contact My Oracle Support (MOS).
A successful completion of netConfig returns the user to the prompt.
35. | Server A: Undo $ tpdProvd --client --noxml --ns=Xinetd
[] | the temporary stopXinetdService service tftp
changes. Login on Remote: platcfg
(If netconfig is Password of platcfg: <platcfg password>
used to update 1
the firmware, then
this is not
needed)
36. | Server A: Close sudo iptablesAdm delete --type=rule —--protocol=ipv4d --
L] | firewall. domain=10platnet --table=filter --chain=INPUT --
(If netconfig is persist=yes --match="-s 169.254.1.0/24 -p udp --dport 69
used to update -3 ACCEPT" --location=1
the firmware, then
this is not
needed)
37. | Server A: Verify | $ sudo netConfig --device=switchlA listFirmware
[] the switch is Image: cat4500e-entservicesk9-mz.122-54.X0.bin
usmgtheconed $ sudo netConfig --device=switchlB listFirmware
I0S image per . .
Image: cat4500e-entservicesk9-mz.122-54.X0.bin

platform version.
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38. | Server A: $ sudo service network restart
[] Eerﬂethe [admusr@mrsvnc-sds-NO-a xml]$ sudo service network
service network | restart
restart to restore Shutting down interface bond0.2: [ OK ]
Server A . .
networking to the Shutting down interface bond0.4: [ OK ]
original state Shutting down interface bondO: [ OK ]
Shutting down interface bondl: [ OK ]
Shutting down loopback interface: [ OK ]
Bringing up loopback interface: [ OK 1]
Bringing up interface bondO: [ OK ]
Bringing up interface bondl: Determining if ip address
10.75.160.146 is already in use for device bondl...
[ OK 1]
Bringing up interface bond0.2: Determining if ip
address 169.254.1.11 is already in use for device
bond0.2...
[ OK 1]
Bringing up interface bond0.4: Determining if ip
address 169.254.100.11 is already in use for device
bond0.4...
[ OK 1]
39. | Server A: Ping Note: VIP addresses are not yet available.
[J | switches 1. Ping switch 1A’s SVI (router interface) addresses to verify switch
configuration.
$ ping -c 5 169.254.1.1
PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.
64 bytes from 169.254.1.1: icmp seg=1 ttl=255 time=0.430 ms
64 bytes from 169.254.1.1: icmp seq=2 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp seg=3 ttl=255 time=0.427 ms
64 bytes from 169.254.1.1: icmp seqg=4 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp seq=5 ttl=255 time=0.431 ms

---169.254.1.1 ping statistics ---

5 packets transmitted, 5 received, 0% packet loss, time 4003 ms

rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms

2. Ping switch 1B’s SVI (router interface) addresses to verify switch
configuration.

$ ping -¢ 5 169.254.1.2

PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.

64 bytes from 169.254.1. icmp seg=1 ttl=255 time=0.401
64 bytes from 169.254. icmp seg=2 ttl=255 time=0.394
64 bytes from 169.254. icmp seg=3 ttl=255 time=0.407
64 bytes from 169.254. icmp seg=4 ttl=255 time=0.393
64 bytes from 169.254.1.2: icmp seq=5 ttl=255 time=0.401
---169.254.1.2 ping statistics ---

2
2:
2:
2

[

5 packets transmitted, 5 received, 0% packet loss, time 3999 ms

rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms

ms

ms

ms

ms

ms
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40. | Server A: Verify $ ssh platcfgRl169.254.1.1
[] | SSH capability The authenticity of host '169.254.1.1 (169.254.1.1)"
ﬁ0ﬂ1sewerAt0 can't be established.
switch 1A RSA key fingerprint is
£d:83:32:34:3£:06:2f:12:e0:ea:e2:73:e2:cl:le:be.
Are you sure you want to continue connecting (yes/no)?
yes
Warning: Permanently added '169.254.1.1' (RSA) to the
list of known hosts.
Password: <switch platform password>
41. | Server A: Close $ quit
[l SSFiponnchon Connection to 169.254.1.1 closed.
to switch 1A.
42. | Server A: Verify $ ssh platcfgRl169.254.1.2
[] | SSH capability The authenticity of host '169.254.1.2 (169.254.1.2)"
ﬁoﬂ15aVerAt0 can't be established.
switch 1B RSA key fingerprint is
3a:1b:e0:92:99:73:9d:04:92:3f£:72:37:c0:1c:a6:95.
Are you sure you want to continue connecting (yes/no)?
yes
Warning: Permanently added '169.254.1.2' (RSA) to the
list of known hosts.
Password: <switch platform password>
43. | Server A: Close | $ quit
L] SSF{?Onnecuon Connection to 169.254.1.2 closed.
to switch 1B
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44, | Server B: Ping
[] | switches

Note: VIP addresses are not yet available.

1. Ping switch 1A’s SVI (router interface) addresses to verify switch
configuration.

$ ping —c 5 169.254.1.1
PING 169.254.1.1 (169.254.1.1) 56(84) bytes of data.

64 bytes from 169.254.1.1: icmp seg=1 ttl=255 time=0.430 ms
64 bytes from 169.254.1.1: icmp seg=2 ttl=255 time=0.426 ms
64 bytes from 169.254.1.1: icmp seg=3 ttl=255 time=0.427 ms
64 bytes from 169.254.1.1: icmp seg=4 ttl=255 time=0.426 ms

64 bytes from 169.254.1.1: icmp seg=5 ttl=255 time=0.431 ms
---169.254.1.1 ping statistics ---
5 packets transmitted, 5 received, 0% packet loss, time 4003 ms
rtt min/avg/max/mdev = 0.426/0.428/0.431/0.002 ms

2. Ping switch 1B’s SVI (router interface) addresses to verify switch
configuration.
$ ping -¢c 5 169.254.1.2
PING 169.254.1.2 (169.254.1.2) 56(84) bytes of data.
64 bytes from 169.254.1. icmp seg=1 ttl=255 time=0.401 ms
64 bytes from 169.254. icmp seg=2 ttl=255 time=0.394 ms
64 bytes from 169.254. icmp seqg=3 ttl=255 time=0.407 ms
64 bytes from 169.254. icmp seg=4 ttl=255 time=0.393 ms
64 bytes from 169.254.1.2: icmp seg=5 ttl=255 time=0.401 ms
---169.254.1.2 ping statistics ---

2
2:
2:
2

It

5 packets transmitted, 5 received, 0% packet loss, time 3999 ms
rtt min/avg/max/mdev = 0.393/0.399/0.407/0.013 ms

45. | Server B: Verify
[] | SSH capability
from server B to
switch 1A

$ ssh platcfgRl169.254.1.1

The authenticity of host '169.254.1.1 (169.254.1.1)"
can't be established.

RSA key fingerprint is
£d:83:32:34:3f:06:2f:12:e0:ea:e2:73:e2:cl:le:be.

Are you sure you want to continue connecting (yes/no)?
yes

Warning: Permanently added '169.254.1.1' (RSA) to the
list of known hosts.

Password: <switch platform password>

46. | Server B: Close
[1 | SSH connection
to switch 1A

switchlA> quit
Connection to 169.254.1.1 closed.
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47. | Server B: Verify $ ssh platcfgRl169.254.1.2

[] | SSH capability The authenticity of host '169.254.1.2 (169.254.1.2)"
ﬂ0ﬂ1S@VGFBt0 can't be established.
switch 1B

RSA key fingerprint is
3a:10:e0:92:99:73:9d:04:92:3f£:72:37:c0:1c:a6:95.

Are you sure you want to continue connecting (yes/no)?
yes

Warning: Permanently added '169.254.1.2' (RSA) to the
list of known hosts.

Password: <switch platform password>

48. | Server B: Close switchlB> quit
[ ] | SSH connection Connection to 169.254.1.2 closed.

to switch 1B
49. | Server B: Exit $ exit
[] | fromthe logout

command line to
return the server
console to the
login prompt

CentOS release 5.6 (Final)

Kernel 2.6.18-238.19.1.elb5prerel5.0.0 72.22.0 on an
x86 64

D.3 Cisco 4948E-F I0S Upgrade (All SDS NOAM Sites)

Procedure 18. Cisco 4948E-F I0S Upgrade (SDS sites)

1. | Server A: Connect to the Server A console using one of the access methods described in
[] | Access the Section 2.3.
console
2. | Server A: 1. Access the command prompt.
[] | Login 2. Log into the server as the admusr user.

CentOS release 5.6 (Final)

Kernel 2.6.18-238.19.1.elb5prerel5.0.0 _72.22.0 on an
x86_ 64

hostnamel260476221 login: admusr
Password: <admusr password>

*»** TRUNCATED OUTPUT ***
VPATH=/opt/TKLCcomcol/runcm5.16:/0opt/TKLCcomcol/cm5.16
PRODPATH=
RELEASE=5.16
RUNID=00

VPATH=/var/TKLC/rundb:/usr/TKLC/appworks:/usr/TKLC/awpco
mmon: /usr/TKLC/comagent-
gui:/usr/TKLC/comagent:/usr/TKLC/sds

PRODPATH=/opt/comcol/prod
RUNID=00
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3. | Server A: $ 1s /var/lib/tftpboot/

[ Verify 10S <IOS image file>
images on the If the correct IOS version is displayed, skip forward to step 7.
system

4. | Server A: Insert the USB drive containing the HP Misc Firmware image with the correct

[] | Load software | 4948E-F IOS version into the server's USB port.

Figure 24. HP DL380 Gen8, Front Panel (USB Port)
—
7]

Figure 25. HP DL380 Gen9, Front Panel (USB Port)

5. | Server A: $ mount /dev/scd0 /media/cdrom

0 _COpy 10S $ cp /media/cdrom/files/<New IOS image file>

image onto /var/lib/tftpboot/
the system $ chmod 644 /var/lib/tftpboot/<New IOS image file>
$ umount /media/cdrom
6. | Server A: sudo iptablesAdm insert --type=rule --protocol=ipv4d --
[] | Open firewall domain=10platnet --table=filter --chain=INPUT --persist=yes
--match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1
7. | Server A: $ tpdProvd --client --noxml --ns=Xinetd startXinetdService
[] | Prepare service tftp
system for Login on Remote: platcfg
10S transfer Password of platcfg: <platcfg password>
1

8. | Server A: $ ifconfig |grep bond

[ | Verify the bond0 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
gl;:\rggé bond0.2 Link encap:Ethernet HWaddr 98:4B:El1:6E:87:6C
interface bond0. 4 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
configuration. | bondl Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6E

Execute one of the following options:

If bond0 and bond0.2 are both present, skip to step 10. If only bondO is present,
continue with the next step.
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9.
i

Server A:
Create
bond0.2

For Gen8, create the bond0.2 and add interfaces eth01 and eth11 to it.
$ sudo netAdm delete --device=bond0

$ sudo netAdm add --device=bond0 --onboot=yes --
type=Bonding --mode=active-backup --miimon=100 --
bootproto=none

$ sudo netAdm set --device=eth(0l --bootproto=none --
type=Ethernet --master=bond0 --slave=yes --onboot=yes

$ sudo netAdm set --device=ethll --bootproto=none --
type=Ethernet --master=bond0 --slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2
$ sudo netAdm add --device=bond0.2 --
address=169.254.1.11 --netmask=255.255.255.0 --
onboot=yes

For Gen9, create the bond0.2 and add interfaces ethO1 and eth02 to it.
$ sudo netAdm delete --device=bond0
$ sudo netAdm add --device=bond0 --onboot=yes --
type=Bonding --mode=active-backup --miimon=100 --
bootproto=none

$ sudo netAdm set --device=eth0l --bootproto=none --
type=Ethernet --master=bond0 --slave=yes --onboot=yes

$ sudo netAdm set --device=eth02 --bootproto=none --
type=Ethernet --master=bond0 --slave=yes --onboot=yes

Add the <SERVER A_mgmtVLAN_IP_address> to bond0.2

$ sudo netAdm add --device=bond0.2 --
address=169.254.1.11 --netmask=255.255.255.0 --
onboot=yes
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10. | Server A: On Server A, ensure the interface connected to switch1A is the only interface
[] | Disable the available and obtain the IP address of <Server A_mgmtVLAN_Interface>.
bond0.2 For Gens:
"“?ﬁaceto $ sudo ifdown ethll
switch1B and ,
verify the $ sudo ifup ethOl
bond0.2 IP $ sudo ifconfig bond0.2
address. bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11 Bcast:169.254.1.255
Mask:255.255.255.0
inet6 addr: fe80::9%a4db:elff:fe6e:876c/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)
For Gen 9:
$ sudo ifdown eth02
$ sudo ifup ethO1l
$ sudo ifconfig bond0.2
bond0.2 Link encap:Ethernet HWaddr 98:4B:E1:6E:87:6C
inet addr:169.254.1.11 Bcast:169.254.1.255
Mask:255.255.255.0
inet6 addr: fe80::9%adb:elff:feb6e:876c/64 Scope:Link
UP BROADCAST RUNNING MASTER MULTICAST MTU:1500 Metric:1
RX packets:99384 errors:0 dropped:0 overruns:0 frame:0
TX packets:105440 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:0
RX bytes:4603240 (4.3 MiB) TX bytes:55536818 (52.9 MiB)
The IP address of the <SERVER A_mgmtVLAN_IP_address> is highlighted.
11.| Server A: console -M <SERVER A mgmtVLAN IP address> -1 platcfg
[] | Connectto switchlA console
switch1A $ /usr/bin/console -M 169.254.1.11 -1 platcfg
console switchlA console
Enter platcfg@pmac5000101's password: <platcfg password>
[Enter “"Ec?' for help]
Press <Enter>
12. | Switch 1A: Switch> enable
[] | Enter enable

mode
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13. | Switch 1A: Switch# conf t
] Cqﬁﬁum Switch (config)# vlan 2
switch port . . .
. . Switch (confi int vlan 2
with this . ( . 9 # .
sequence of Switch (config-if)# ip address 169.254.1.1 255.255.255.0
commands Switch (config-if)# no shut
Switch (config-if)# int gil/5
Switch (config-if)# switchport mode trunk
Switch (config-if)# spanning-tree portfast trunk
Switch (config-if)# end
14. | Switch 1A: ping <SERVER A mgmtVLAN IP address>
[] | Test Switch# ping 169.254.1.11
connectivity Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to <SERVER
A mgmtVLAN IP address>, timeout is 2 seconds:
rrend
Success rate is 100 percent (5/5), round trip min/avg/max
=1/1/4 ms
If ping is not 100% successful the first time, repeat the ping. If unsuccessful
again, double check the procedure was completed correctly by repeating all
steps up to this point. If after repeating those steps, ping is still unsuccessful,
contact My Oracle Support (MOS).
15. | Switch 1A: Switch# copy tftp: bootflash:
] ppbaleS Address or name of remote host []? <SERVER
image to A mgmtVLAN IP address>
switch Source filename []? <New IOS image file>
Destination filename [<New IOS image file>]? <ENTER>
Press <Enter> here, you do NOT want to change the filename
Accessing tftp://<SERVER A mgmtVLAN IP
address>/<I0S image file>...
Loading <IOS image file> from <SERVER
A mgmtVLAN IP address> (via Vlan2):
trrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrn
rrrrrrrrrrrrrrrrrrrrrrrrrrtil [OK - 45606 bytes]
45606 bytes copied in 3.240 secs (140759 bytes/sec)
16. | Switch 1A: Switch# dir bootflash:
[ Louﬁeom Directory of bootflash:/
I'OOS 'mageéo 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
€ remove entservicesk9-mz.122-54.WO.bin
2  -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-

ipbasek9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)

Note: Note the I0S you uploaded and the one which was already on the
switch. The one that was already on the switch is the one to delete as
notated by the variable <OLD_IOS_image>.
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17.| Switch 1A: Switch# delete /force /recursive bootflash:<OLD IOS image>
[] | Remove old
IOS image
18. | Switch 1A: Switch# dir bootflash:
[] LOCQded Directory of bootflash:/
|IoOS 'mageéo 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
€ remove entservicesk9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)
Note: You should see only the IOS version you uploaded.
19. | Switch 1A: Switch#write erase
[] | Resetswitch Erasing the nvram filesystem will remove all configuration
to factory files! Continue? [confirm] <ENTER>
defaglts by [OK]
deleting the
VLANS Erase of nvram: complete
Switch#
*Jan 26 12:53:06.547: %$SYS-7-NV_BLOCK INIT: Initialized the
geometry of nvram
Switch#config t
Enter configuration commands, one per line. End with
CNTL/Z.
Switch (config) #no vlan 2-1024
$Default VLAN 1002 may not be deleted.
%$Default VLAN 1003 may not be deleted.
%$Default VLAN 1004 may not be deleted.
$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end
20. | Switch 1A: Switch#reload
l RQOadthe System configuration has been modified. Save? [yes/nol: no
switch Proceed with reload? [confirm] <ENTER>
HWARNING!!
It is extremely important to answer no to the Save option.
21.| Switch 1A: Switch> show version | include image
0 Vanunmthe System image file is "bootflash:cat4500-entservicesk9-
switch is mz.122-54.WO0.bin"
reloa_lded, then Note: You should see only the IOS version you uploaded. If the I0S version is
confirm the :
not the correct version, stop here and contact My Oracle Support
correct I0OS
. (MOS).
image
22.| Switch 1A: Switch> enable
[] | After the
reload, enter
enable mode
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23. | Switch 1A: Switch# dir bootflash:
[] Locqmedd Directory of bootflash:/
|IoOS 'mageéo 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
e remove entservicesk9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)
Note: You should see only the IOS version you uploaded.
24, | Switch 1A: Switch# <CTRL-e><c><.>
[] | Exitthe Hot Key sequence: Ctrl-E, C, period
switch1lA
console
session
25.| Server A: On Server A ensure the interface of the server connected to switch1B is the only
[] | Disable the interface up and obtain the IP address of <SERVER A_mgmtinterface> by
bond0.2 performing the following commands:
interface to For Gens:
switch1A $ sudo ifup ethll
$ sudo ifdown ethO1
For Gen9:
$ ifup eth02
$ ifdown ethO1
Note: The command output should contain the IP address of the variable
<SERVER A_mgmtVLAN_IP_address>.
26. | Server A: console -M <SERVER A mgmtVLAN IP address> -1 platcfg
[] | Connectto switchlB console
switch1B $ /usr/bin/console -M 169.254.1.11 -1 platcfg
console switchlB console
Enter platcfg@pmac5000101's password: <platcfg password>
[Enter ""Ec?' for help]
Press <Enter>
27. | Switch 1B: Switch> enable
[] | Enter enable
mode
28. | Switch 1B: Switch# conf t
] Conﬁgwe Switch (config)# vlan 2
amgﬁagon Switch (config)# int vlan 2
sequence of Switch (config-if)# ip address 169.254.1.2 255.255.255.0
commands Switch (config-if)# no shut

int gil/5
switchport mode trunk

Switch (config-if

(
(
(

Switch (config-if
(
( spanning-tree portfast trunk
(

)
) #
Switch (config-if) #
) #
) #

Switch (config-if end
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29. | Switch 1B: ping <SERVER A mgmtVLAN IP address>
[] | Test Switch# ping 169.254.1.11
connectivity Type escape sequence to abort.

Sending 5, 100-byte ICMP Echos to <SERVER

A mgmtVLAN IP address>, timeout is 2 seconds:

rernt

Success rate is 100 percent (5/5), round trip min/avg/max

= 1/1/4 ms

If ping is not 100% successful the first time, repeat the ping. If unsuccessful

again, double check the procedure was completed correctly by repeating all

steps up to this point. If after repeating those steps, ping is still unsuccessful,
contact My Oracle Support (MOS).
30. | Switch 1B: Switch# copy tftp: bootflash:
[] ppbaleS Address or name of remote host []? <SERVER
image to A mgmtVLAN IP address>
switch Source filename []? <New IOS image file>

Destination filename [<New IOS image file>]? <ENTER>

Press <Enter> here, you do NOT want to change the filename

Accessing tftp://<SERVER A mgmtVLAN IP

address>/<I0S image file>...

Loading <IOS image file> from <SERVER

A mgmtVLAN IP address> (via Vlan2):

N e N

prererrrrrrerrrrrrerrrrrrrrtl [OK - 45606 bytes]

45606 bytes copied in 3.240 secs (140759 bytes/sec)

31. | Switch 1B: Switch# dir bootflash:

[ Louﬁeom Directory of bootflash:/
I'OOS |magedto 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
€ remove entservicesk9-mz.122-54.WO.bin

2  -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-

ipbasek9-mz.122-54.WO.bin

60817408 bytes total (43037392 bytes free)

Note: Note the 10S you uploaded and the one which was already on the
switch. The one that was already on the switch is the one to delete as
notated by the variable <OLD_IOS_image>.

32. | Switch 1B: Switch# delete /force /recursive bootflash:<OLD IOS image>
[] | Remove old
I0S image
33. | Switch 1B: Switch# dir bootflash:
l LOCQKBOM Directory of bootflash:/
IbOS 'mage(jo 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
€ remove entservicesk9-mz.122-54.WO.bin

60817408 bytes total (43037392 bytes free)

Note: You should see only the IOS version you uploaded.
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34.| Switch 1B: Switch#fwrite erase
[ | Reset switch Erasing the nvram filesystem will remove all configuration
back to files! Continue? [confirm] <ENTER>
factory
OK
defaults by [OK]
deleting the Erase of nvram: complete
VLANSs Switch#
*Jan 26 12:53:06.547: %SYS-7-NV_BLOCK INIT: Initialized the
geometry of nvram
Switch#config t
Enter configuration commands, one per line. End with
CNTL/Z.
Switch (config) #no vlan 2-1024
%$Default VLAN 1002 may not be deleted.
%$Default VLAN 1003 may not be deleted.
$Default VLAN 1004 may not be deleted.
$Default VLAN 1005 may not be deleted.
Switch (config) #config-register 0x2101
Switch (config) #end
35. | Switch 1B: Switch#reload
[ RQoadthe System configuration has been modified. Save? [yes/no]l: no
switch Proceed with reload? [confirm] <ENTER>
HWARNING!!
It is extremely important to answer no to the Save option.
36. | Switch 1B: Switch> show version | include image
[] VVQHunmthe System image file is "bootflash:cat4500-entservicesk9-
switch is mz.122-54.WO0.bin"
ggﬁ?n??h;hen Note: You should see only the 10S version you uploaded. If the IOS version is
not the correct version, stop here and contact My Oracle Support
correct IOS
. (MOS).
image
37. | Switch 1B: Switch> enable
[] | Enter enable
mode
38. | Switch 1B: Switch# dir bootflash:
0 LOCQKEdd Directory of bootflash:/
I'OOS 'mageéo 1 -rwx 17779888 May 11 2011 02:25:23 -05:00 cat4500-
e remove entservicesk9-mz.122-54.WO.bin
60817408 bytes total (43037392 bytes free)
Note: You should see only the IOS version you uploaded.
39. | Switch 1B: Switch# <CTRL-e><c><.>
[] | Exitthe Hot Key sequence: Ctrl-E, C, period
switch1B
console
session
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40. | Server A: On Server A ensure the both bond0.2 interfaces are up:
[] | Re-enable the | For Gens:
bond0.2

; $ sudo ifup ethll
interface to
switch1A $ sudo ifdown ethO1l
For Gen9:

$ ifup eth02

$ ifdown ethO1l

41. | Server A: $ sudo iptablesAdm delete --type=rule --protocol=ipv4 --

[] | Close firewall domain=10platnet --table=filter --chain=INPUT --persist=yes
--match="-s 169.254.1.0/24 -p udp --dport 69 -j ACCEPT" --
location=1

42. | Server A: $ tpdProvd --client --noxml --ns=Xinetd stopXinetdService
[] | Stop the “tftp” | service tftp
service Login on Remote: platcfg

Password of platcfg: <platcfg password>
1

Appendix E. Create an XML File for Installing Network Elements

SDS network elements can be created by using an XML configuration file. The SDS software image
(*.iso) contains two examples of XML configuration files for NO (Network OAM&P) and SO (System OAM)
networks.

These files are named SDS_NO_NE.xml and SDS_SO_NE.xml and are stored in the
/usr/TKLC/sds/vlan directory.

The customer is required to create individual XML files for each of their SDS network elements (NOAM
and SOAM). The format for each of these XML files is identical. Table 5 shows an example of the
SDS_NO_NE.xml file in IPv4 and Table 6 shows an example in IPv6 format.

The highlighted values in each table must be updated for each network element (site).

Notes:

1. The Description column includes comments for this document only. Do not include the Description
column in the actual XML file used during installation.

2. The MgmtVLAN network should only be implemented when two dedicated aggregation switches
(typically Cisco 4948E-F) are used exclusively for the SDS NOAM and Query server (RMS) IMI
network. The MgmtVLAN network should be removed from the network element XML file when SDS
aggregation switches are not part of the implementation.

3. When installing IPv6 for the XMI or IMI networks, note that the MgmtVLAN (if implemented) should
remain in the IPv4 format only.

4. When creating the SDS SOAM NE XML file, be aware that the XMI and IMI networks subnets chosen
MUST EXACTLY MATCH those used by the associated DSR NE within the same SOAM enclosure.
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XML File Text

Description

<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name>

[Range = 1-32 character string] - Must be alphanumeric
or underscore.

<networks>

<network>

<name>MgmtVLAN</name>

Name of customer management network. Note: Do NOT
change this name.

<vlanld>2</vlanid>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.1.0</ip>

[Range = A valid IP address] - The network address of
this VLAN

<mask>255.255.255.0</mask>

Subnetting to apply to servers within this VLAN

</network>

<network>

<pname>XMI</name>

Name of customer external network. Note: Do NOT
change this name.

<vlanld>3</vlanid>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>10.250.55.0</ip>

[Range = A valid IP address] - This network must be the
same as the associated DSR NE XMI network subnet
within the same SOAM enclosure.

<mask>255.255.255.0</mask>

Must be the same as the associated DSR NE XMl
netmask within the same SOAM enclosure.

<gateway>10.250.55.1</gateway>

[Range = A valid IP address] - This gateway address
must be the same as the associated DSR NE XMl
network gateway within the same SOAM enclosure.

<isDefault>true</isDefault>

[Range = true/false] - true if this is the network with the
default gateway.

</network>

<network>

<name>IMI</name>

Name of customer internal network. Note: Do NOT
change this name.

<vlanld>4</vlanid>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.100.0</ip>

[Range = A valid IP address] - This network must be the
same as the DSR IMI network subnet within the SOAM
enclosure.
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XML File Text

Description

<mask>255.255.255.0</mask>

Must be the same as the DSR IMI netmask within the
SOAM enclosure.

<nonRoutable>true</nonRoutable>

[Range = true / false] - Determines whether or not the
IMI network subnet is treated as a routable network.

</network>

</networks>

</networkelement>

Table 6. SDS Network Element Configuration File (IPv6)

XML File Text

Description

<?xml version="1.0"?>

<networkelement>

<name>NO_RLGHNC</name>

[Range = 1-32 character string] - Must be alphanumeric
or underscore.

<networks>

<network>

<name>MgmtVLAN</name>

Name of customer management network. Note: Do NOT
change this name.

<vlanld>2</vlanid>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>169.254.1.0</ip>

[Range = A valid IP address] - The network address of
this VLAN

<mask>255.255.255.0</mask>

Subnetting to apply to servers within this VLAN

</network>

<network>

<pname>XMI</name>

Name of customer external network. Note: Do NOT
change this name.

<vlanld>3</vlanid>

[Range = 2-4094.] - The VLAN ID to use for this VLAN.

<ip>2001:db8:0:241::0</ip>

[Range = A valid IP address] - This network must be the
same as the associated DSR NE XMI network subnet
within the same SOAM enclosure.

<mask>/64</mask>

Must be the same as the associated DSR NE XMl
netmask within the same SOAM enclosure.

<gateway>2001:db8:0:241::1</gateway>

[Range = A valid IP address] - This gateway address
must be the same as the associated DSR NE XMl
network gateway within the same SOAM enclosure.
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<isDefault>true</isDefault> [Range = true/false] - true if this is the network with the
default gateway.

</network>
<network>
<name>IMI</name> Name of customer internal network. Note: Do NOT
change this name.
<vlanld>4</vlanld> [Range = 2-4094.] - The VLAN ID to use for this VLAN.
<ip>fd01::0</ip> [Range = A valid IP address] - This network must be the
same as the associated DSR NE XMI network subnet
within the same SOAM enclosure.
<mask>/64</mask> Must be the same as the associated DSR NE XMl

netmask within the same SOAM enclosure.

<nonRoutable>true</nonRoutable> | [Range = true / false] - Determines whether or not the
IMI network subnet is treated as a routable network.

</network>

</networks>

</networkelement>

Appendix F. Install NetBackup Client

Procedure 19. Install NetBackup Client

1. | Install Execute Section 3.10.5 Application NetBackup Client Install/lUpgrade
[ ]| NetBackup Procedures in reference [6] to complete this step.

client software | Note:  If installing NetBackup client software, it must be installed and
configured on all SDSs (primary SDS and DR SDSs only).

Locate the bpstart_notify and bpend_notify scripts to execute this step.
These scripts are located in:

/usr/TKLC/appworks/sbin/bpstart notify
/usr/TKLC/appworks/sbin/bpend notify

The NetBackup client software must be installed on each SDS NOAM server.

2. | Link notify In -s <path>/bpstart notify

[ ]| scripts to /usr/openv/netbackup/bin/bpstart notify
knownpam In -s <path>/bpend notify
stated in step 1 /usr/openv/netbackup/bin/bpend notify
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3. | Verify the iptables -L 60sds-INPUT -n | grep 1556
[ ]| NetBackup . ]
1556 port is If there is no output, then enable the 1556 port for NetBackup on IPv4:
open for IPv4 iptablesAdm append --type=rule --protocol=ipv4d --
protocol domain=60sds --table=filter --chain=INPUT --match='-m
state --state NEW -m tcp -p tcp --dport 1556 -3
ACCEPT' --persist=yes
4. | Verify the ipé6tables -L 60sds -INPUT -n | grep 1556
[]| NetBackup If there is no output, then enable the 1556 port for NetBackup on IPv6:
1556 port is
open for IPv6 iptablesAdm append --type=rule --protocol=ipv6 --
protocol domain=60sds --table=filter --chain=INPUT --match='-m
state --state NEW -m tcp -p tcp --dport 1556 -3
ACCEPT' --persist=yes

Appendix G.List of Frequently Used Time Zones

This table lists several valid time zone strings that can be used for the time zone setting in a CSV file, or
as the time zone parameter when manually setting a DSR time zone.

Table 7. List of Selected Time Zone Values

Universal Time
Time Zone Value Description Code (UTC) Offset
uTC Universal Time Coordinated UTC-00
America/New_York Eastern Time UTC-05
America/Chicago Central Time UTC-06
America/Denver Mountain Time uTC-07
America/Phoenix Mountain Standard Time — Arizona UTC-07
America/Los Angeles Pacific Time UTC-08
America/Anchorage Alaska Time UTC-09
Pacific/Honolulu Hawaii UTC-10
Africa/Johannesburg UTC+02
America/Mexico City Central Time — most locations UTC-06
Africa/Monrousing UTC+00
Asia/Tokyo UTC+09
America/Jamaica UTC-05
Europe/Rome UTC+01
Asia/Hong Kong UTC+08
Pacific/Guam UTC+10
Europe/Athens UTC+02
Europe/London UTC+00
Europe/Paris UTC+01
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Universal Time
Time Zone Value Description Code (UTC) Offset
Europe/Madrid mainland UTC+01
Africa/Cairo UTC+02
Europe/Copenhagen UTC+01
Europe/Berlin UTC+01
Europe/Prague UTC+01
America/Vancouver Pacific Time — west British Columbia UTC-08
America/Edmonton Mountain Time — Alberta, east British Columbia & uTC-07
west Saskatchewan
America/Toronto Eastern Time — Ontario — most locations UTC-05
America/Montreal Eastern Time — Quebec — most locations UTC-05
America/Sao Paulo South & Southeast Brazil UTC-03
Europe/Brussels UTC+01
Australia/Perth Western Australia — most locations UTC+08
Australia/Sydney New South Wales — most locations UTC+10
Asia/Seoul UTC+09
Africa/Lagos UTC+01
Europe/Warsaw UTC+01
America/Puerto Rico UTC-04
Europe/Moscow Moscow+00 — west Russia UTC+04
Asia/Manila UTC+08
Atlantic/Reykjavik UTC+00
Asia/Jerusalem UTC+02
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This procedure accepts an application installation through SDS NOAM GUI.

Procedure 20. Accept Installation from SDS NOAM GUI

1. | Primary SDS

Log into the active SDS site with the XMI Virtual IP (VIP) address using the

[ ]| VIP: Login default user and password.
Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).
ORACLE
Oracle S5ystem Login
Wed Mov 16 11:07:38 20ME UTC
Log In
Enter your usemame and password to log in
Session was logged oot at 110738 am,
Username:
Passwiord:
Change passwonrd
Log in
2. | Primary SDS 1. Navigate to Administration > Software Management > Upgrade.
[ ]| VIP: Accept

the upgrade

2. Select the row containing the server and click Accept.

Main Menu: Administration -> Software Management -> Upgrade

SDS_DP_01_GRP  SDS_DP_D2_GRP SDS_NO_GRP SDS_S0O_GRP

Upgrade State OAM HA Hole Server Hole Function
Hostname

Server Status Appl HA Role Network Element

Ready Observer Cluery Server Qs
Q5-a

Morm MiA SDS_MNO_ME

Ready Active Metwork OAMER OAMER
zde-MNO-a

Morm Mis SDS_MNO_NE

Ready Standby Metwork OAMEP OAMEP
sds-NO-b

Morm MiA SDS_MO_NE

Backup  Backup All Auto Upgrade Report = Report All
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3.
[

Primary SDS
VIP: Accept
the upgrade

Click OK to accept the upgrade.
The page at https,//10.240.241.62 says:

WARNING: Selecting OK will result in the selected server
being set to ACCEPT for its upgrade mode, Once accepted,
the server will NOT be able to revert back to its previcus
image state,

Accept the upgrade for the following server?

sds-mrsvnc-b (169,254 100.12)

Appendix I. Disable Hyperthreading for Gen8 and Gen9 (DP Only)

Procedure 21. Gen8: Disable Hyperthreading

1. | DP Server XMI | 1. Access the command prompt using the DP blade’s XMI IP address.
0w (.SSH): 2. Login as admusr.
Login
login: admusr
Password: <admusr password>
2. | DP Server XMI | Execute hpasmcli command to determine the status of hyperthreading for the
[] | IP(SSH): DP blade.
Determine ' $ sudo hpasmcli -s "show ht"
Zégismeadmg Processor hyper-threading is currently enabled.
Output returned may state either enabled or disabled.
If output from step 2. shows that hyperthreading is currently enabled, then continue with
step 3. of this procedure.
If output from step 2. shows that hyperthreading is currently disabled, then STOP and
restart Appendix | on the next installed DP blade.
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3. | Login Log into the iLO console as the administrator using the https:// access.
[] =
/= Home - Windows Internet Explorer
3 https:/{10.240.247.38
Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).
o
4. | Access theiLO | 1. Under the Integrated Remote Console section, click Launch.
[] | Console screen

iLD Event Log Integrated Remote Console
Integrated Management Log

Diagnostics Access the system KV and contral Virtual Power & Media from a sing
Insight Agent

I:‘ Remote Console
Remote Conscle

Virtual Media
Power Management

Administration

BL o-Class Version | Status
3530729 (]

Microsoft MET Framewodk 3.5. {available through Windows Update) is

This machine reports to have the comect version of the .NET Framewo:

MET Version Detected

Mote for Firefox users: Firefox also requires an Add-on to allow it to lauy
to find the |atest version of the Miorosoft .NET Framework Assistant.

&

Java Integrated Remote Console

2. Answer Yes/OK to any screens that need confirmation.

-@? ProlLiant - 10.240.247.38
Power Switch  Virtual Drives  Keyboard

Note: The console window resembles an MS-DOS window but DOES NOT
have a scroll-back buffer.
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1. | DP Server XMI | 1. Access the command prompt using the DP blade’s XMI IP address.

b (.SSH): 2. Login as admustr.
Login
login: admusr
Password: <admusr password>
2. | Reboot the Login and execute the init 6 command at the command prompt.
[] | server $ sudo init 6
Note: Itis normal for the Remote Console window to stay blank for up to 3
minutes before initial output displays.
3. | Reboot the 1. Press and hold the power button until the server turns off.
[] | serverto After approximately 5-10 seconds, power the server on.
access the
setup utility 3. As soon as you see F9=Setup in the lower left corner of the screen, press

F9 to access the BIOS setup screen.

You may need to press F9 2-3 times. The F9=Setup changes to F9
Pressed once it is accepted.

HP Proliant

The ROM-Based Setup Utility menu displays.

Note: Itis normal for 2 minutes or more to occur between pressing F9 and
entering the Blade BIOS screen.
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4. | Select System | Select System Options and press Enter.
D Options ROM-Based Setup Utility, Version 3.00

Copyright 1982, 2013 Hewlett-Packard Development Company, |

P,

Copyright 1982, 2613 Hewlett-Packard Development Company, L

P

5. | Select Select Processor Options and press Enter.
I:I PFOFESSOF ROM-Based Setup Utility, Version 3.00
Options Copyright 1982, 20613 Hewlett-Packard Development Company, L.P
6. | Select Select Intel® Hyperthreading and press Enter.
I:I Hyperthreading ROM-Based Setup Utility, Version 3.00

Page | 170

E93224-01



Subscriber Data Server (SDS) Initial Installation and Configuration Guide

Procedure 21. Gen8:

Disable Hyperthreading

7. | Disable
[] | hyperthreading

Select Disabled and press Enter.

ROM-Based Setup Utility, Version 3.00
Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.

o-Execute Memory Protection
ofIntel(R) Virtualization Technology
| | upert ad $ ’

intel
Disable (Intel Core Select)
Boost Technology

8. | Save the Press F10 to save the configuration and exit. The server reboots.
[] | configuration ROM-Based Setup Utility, Uersion 3,60
and exit Copyright 1982, 2013 Hewlett-Packard Development Company, L.P.
<F16> to Exit Utility
finy Other Key to Return to Main Menu
Note: Itis normal for the Remote Console window to stay blank for up to 3
minutes before initial output appears.
9. | Wait for the Continue to monitor the server boot process until the screen returns to the login
[] | login prompt prompt and then close the window.

r— -
[ 4.0 Imtegrated Remote Conscle - Server figRed2oladeC8-MP | 10: NOIMIB4E3 | Exclosure: 501_17,03 | Bay: & o | L S |

| Powes Smach  Virtusl Drves  Keytoard  Melp
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Procedure 22. Gen9: Disable Hyperthreading

1. | DP Server XMI | 1. Access the command prompt using the DP blade’s XMI IP address.
b (.SSH): 2. Login as admustr.
Login
login: admusr
Password: <admusr password>
2. | DP Server XMI | Execute hpasmcli command to determine the status of hyperthreading for the
[] | IP(SSH): DP blade.
Determine . $ sudo hpasmcli -s "show ht"
Zégﬁgmeamng Processor hyper-threading is currently enabled.
Output returned may state either enabled or disabled.

If output from step 2. shows that hyperthreading is currently enabled, then continue with
the next step of this procedure.

If output from step 2. shows that hyperthreading is currently disabled, then STOP and
restart Appendix | on the next installed DP blade.

3. | Login Log into the iLO console as the administrator using the https:// access.

ﬂ" Home - Windows Internet Explorer,

3 https://10.240.247.55

Note: If the Security Certificate screen displays, select Continue to this
website (not recommended).

iLO 4

PraLiant

Hewlett Packard
Enterprise
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Procedure 22. Gen9: Disable Hyperthreading

4. | AccesstheiLO | 1. Under the Integrated Remote Console section, click Launch.
[] | Console screen

2. Answer Yes/OK to any screens that need confirmation.

r
m iLO integrated Remcte Console - Server: BigRedZblade0S3-MP | iLO: ILOZM646023H | Endosure: 501_17 03 | Bay: 8

Power Switch  Vetual Drves  Keyboard  Help

Note: The console window resembles an MS-DOS window but DOES NOT
have a scroll-back buffer.

5. | DP Server XMI | 1. Access the command prompt using the DP blade’s XMI IP address.
e (.SSH): 2. Login as admusr.
Login
login: admusr
Password: <admusr password>
6. | Reboot the Login and execute the init 6 command at the command prompt.
[] | server $ sudo init 6

Note: Itis normal for the Remote Console window to stay blank for up to 3
minutes before initial output displays.
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Procedure 22. Gen9: Disable Hyperthreading

7. | Reboot the 1. Press and hold the power button until the server turns off.
[] | serverto 2. After approximately 5-10 seconds, power the server on.
access the
setup utility 3. As soon as you see F9=Setup in the lower left corner of the screen, press

F9 to access the BIOS setup screen.

You may need to press F9 2-3 times. The F9=Setup changes to F9
Pressed once it is accepted.

HPE ProlLiant Hewlett Packard

Enterprise

Ay

"’ - Ll

438

ik 4 TPy LB S
I 4 Pk

0| T 1 gl Py 55 o g

The ROM-Based Setup Utility menu displays.

Note: Itis normal for 2 minutes or more to occur between pressing F9 and
entering the Blade BIOS screen.

Select System | Select System Configuration and press Enter.
Configuration

%

System Utilities
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Procedure 22. Gen9:

Disable Hyperthreading

9. | Select
[] | BIOS/Platform
Configuration

Select BIOS/Platform Configuration and press Enter.

System Configuration

10. | Select Select Processor Options and press Enter.
[] | Processor
Options BIOS/Platform Configuration (RBSU)
BINEPlatlors Conligurat ton (RIS
Simten (ptions
11. | Select Select Intel® Hyperthreading and press Enter.

[] | Hyperthreading

BIOS/Platform Configuration (RBSU)

BTSSP latloerm Conl gural bon (RS
Siptes (iptin
[ Enia s =l

1}
[ s s

12. | Disable
[] | hyperthreading

BIOS/Platform Configuration (RBSU)  hHewlettpac

Enterprise

MW atiorn Conliguration (RIS
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Procedure 22. Gen9:

Disable Hyperthreading

13. | Save the
[] | configuration
and exit

Press F10 to save the configuration and exit. The server reboots.

BIOS/Platform Configuration (RBSU)  Hewtert packara

Enterprise

M Plai Morm Coed bgural ion (REAN

L= - 5
S

Db led]
]
[Emalili=d]

ak | F1 | wely [ F7| pefamlis

Note: Itis normal for the Remote Console window to stay blank for up to 3

minutes before initial output displays.

14. | Wait for the
[] | login prompt

Continue to monitor the server boot process until the screen returns to the login

prompt and then close the window.

[B 40 Imegrated Remate Concle - Server: BigRed 2oladel8-MP | O
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Appendix J. Configure the HP DL380 (GEN8 and GEN9) Server CMOS Clock/BIOS
Settings

J.1 Gen8: Configure the ILO for Rack Mount Server

J.1.1 RMS: Configure iLO

This procedure configures Integrated Lights Out (iLO) for RMS. It configures the NIC and TCP/IP,
DNS/DHCP parameters, and adds a new iLO user.

Prerequisites and Requirements:

Server powered on

Server booting up or rebooted

Procedure 23. Gen8: Configure the Integrated Lights Out (iLO) for Rack Mount Server

1. | Configure iLO For HP Gen8 DL380 servers:
[] | for RMS 1. Reboot the server.
2. WheniLO 4 Standard press [F8] to configure displays, press F8.
3. Wait for the iLO Configuration screen to display.
HP Proliant
2. | Access Use the arrow keys to navigate to Network > DNS/DHCP.
[ ]| DNS/DHCP “File ~User Settings About

NIC and TCP/IP
NS/ DHCH
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Procedure 23. Gen8: Configure the Integrated Lights Out (iLO) for Rack Mount Server

3. | Verify DHCP is | Verify DNS/DHCP is set to OFF.
[]]| setto off
If not set to OFF:
Use the Spacebar to toggle the setting to OFF.
Press F10 to save the changes.
4. | Access NIC Use the arrow keys to navigate to Network > NIC and TCP/IP.
[]| and TCP/IP - T
5. | Setthe IP 1. Use the arrow keys to set the IP Address based on the information in the
[]| address NAPD.
2. Press F10 to save the changes.
6. | Access the Use the arrow keys to navigate to User > Add.
[]| User menu
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Procedure 23. Gen8: Configure the Integrated Lights Out (iLO) for Rack Mount Server

7. | Set the tekelec
[]] user

1. Use the arrow keys to add the tekelec user and password.

Username: tekelec
Password: tekelecl
2. Press F10 to save the changes.

Repeat

%

Repeat this procedure for other servers.
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J.1.2 Gen8: RMS BIOS Configuration, Verify Processor and Memory

Prerequisites and Requirements:

Server powered on

KVM connectivity to the server to get console

Procedure 24. Enter the ROM-Based Setup Utility (RBSU)

1. | Access RBSU 1. Reboot the server.
[ 2. Press F9 when prompted for setup.
HP Proliant

2. | Access the Use the arrow keys to navigate to Network.
[] | initial iLO Network User Settings

Configuration

Utility screen Set Defaults
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This procedure verifies/configures the serial port options for the embedded and virtual serial ports.
Prerequisites and Requirements:

e Server rebooted and in RBSU mode

Procedure 25. Verify/Configure Serial Port Options

1. | RBSU: Access | Navigate to System Options > Serial Port Options > Embedded Serial Port
[ ]| the embedded | and press Enter.

serial port ased Setup Utility, Ue 3.00

settings Copyright 813 Hewlett-Fackard Deuelopment

eszor Options
OCKE Power-On State
Controller Options

RBSU: Verify Verify the Embedded Serial Port is set for COM 2.
the embedded
serial port
settings

Oam

ons
¥ Power-0n State
Controller Options

If it is not set to COM 2:
Press Enter and select COM 2.
Press Enter.
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Procedure 25. Verify/Configure Serial Port Options

3.
[

RBSU: Verify
the virtual
serial port
settings

1. Use the arrow keys to select Virtual Serial Port.
2. Verify Virtual Serial Port is set for COM 1.

If it is not set to COM 1:
Press Enter and select COM 1.
Press Enter.

This procedure configures power management options. The server HP power profile is verified or set to
maximum performance.

Prerequisites and Requirements:

Server rebooted and in RBSU

Procedure 26. Verify/Set Power Management

1.
[

RBSU: Access
the HP power
profile

Navigate Power Management Options > HP Power Profile and press Enter.

Date and Time
Note: Press Esc, if needed, to access previous menus.
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Procedure 26. Verify/Set Power Management

2.
[

RBSU: Verify
the HP power
profile

Verify the HP Power Profile is set to Maximum Performance.

Date and Time

Server Availability
Server Security

BI0S Serial Console & EHS
Server Asset Text
fidvanced Options

System Default Options

Utility Lamguage

If not set to Maximum Performance:
Press Enter and select Maximum Performance.
Press Enter.

Prerequisites and Requirements:

Server rebooted and in RBSU

Procedure 27. Verify/Set Standard Boot Order (IPL)

1.
[

RBSU: Verify
or set the
standard boot
order

Navigate Standard Boot Order (IPL) and press Enter.
OH-Based Jetup Utility, Version

Copyright 1982, 2813 Heuwlett-Pac

System Options

Power Management Options
FCI IR Settings

PC1 Device EnablesDisahble

Boot Controller Order
Date and Time

Server Availability
Server Security

BIOS Serial Console & EMS
derver Asset Text
fdvanced Options

System Default Options
Utility Language

Note: Press Esc, if needed, to access previous menus.
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Procedure 27. Verify/Set Standard Boot Order (IPL)

2. | RBSU: Verify Select Set the IP Device Boot Order to 1 and verify it is set to USB DriveKey
[]] the IPL:1 (C).

Setting i0H-Based Setup Utility, Yersion 3.88
opyright 1982, 2013 Hewlett-Packard Development Company, L.F.

If IPL:1 is not USB DriveKey:
Select USB DriveKey and press Enter.
Select Set the IPL Device Boot Order to 1 and press Enter.
Verify that IPL:1 is set to USB DriveKey (C:)

3. | RBSU: Access | Navigate to Date and Time and press Enter.
[]]| the Date and - tili
Time menu
Note: Press Esc, if needed, to access previous menus.
4. | RBSU: Setthe | 1. Use the arrow keys to set the current Date and Time.
[ ]| current date

Use UTC for the time settings.

and time . .
2. Press Enter to confirm the settings.

A |||pr|'-'||I, Cr
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Prerequisites and Requirements:

Server rebooted and in RBSU

Procedure 28. Verify/Set Server Availability

1.
[

RBSU: Verify
server
availability

Navigate Server Availability > ASR Status and press Enter.

REON-Based Setup Utility, Yersion 3.88
Copyright 1982, 2013 Hewlett-Fackard De

ke-0n LAK
StLYPOST F1 Prompt
Bo [[Powver Button
Daf[Automatic Power-0n
Fower-On Delay

RS
Note: Press Esc, if needed, to access previous menus,

Oam

RBSU: Verify
the ASR status
setting

Verify the ASR Status is set to Enabled.
ROM-Based Setup Utility, Yersion

Copyright 1982, 2013 Hewlett-FPac

e

PC||Thermal Shutdown
PC|Wake-0n LAN
StYPOST F1 Prompt

Bo |[Pouer Button

Da f[futomatic Power-On

Server Asset Text
fdvanced Options
System Default Options
Utility Language

If not set to Enabled:
Press Enter and select Enabled.
Press Enter.

J®

RBSU: Access
Automatic
Power-On
menu

Navigate to Automatic Power-On and press Enter.
ROH-Based Setup Utility, Yersion 3

Note: Press Esc, if needed, to access previous menus.
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Procedure 28. Verify/Set Server Availability

4. | RBSU: Verify | Verify the Automatic Power-On is set to Restore Last Power State.
[I the automatic ROM-Bazed Setup Utility, Version 3
power-on Copyright 1982, 2814 Heuwlett-Packa
setting '
ystem Default Options
tility Language
If not set to Restore Last Power State:
Press Enter and select Restore Last Power State.
Press Enter.
5. | RBSU: Access | Navigate to Power-On Delay and press Enter.
[ ]| Power-On
Delay menu y ASE Status
FolASE Timeout
FCThermal Shutdown
Note: Press Esc, if needed, to access previous menus.
6. | RBSU: Verify | Verify the Power-On Delay is set to No Delay.
[]]| the power-on
delay setting

System Default Options
ility Language

If not set to No Delay:
Press Enter and select No Delay.
Press Enter.
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Prerequisites and Requirements:

e Tasks within the RBSU have been completed

Procedure 29. Exit the RBSU

1. | RBSU: Exit To exit RBSU, press Esc and press F10 to confirm.

[]| RBSU {0H-Based Setup Utility, Yersion 3.88
Copyright 1982, 2811 Hewlett-Packard Development Company, L.P.

¢F18> to Exit WKility
my Other Eey to Beturn to Hain Menu
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J.2 Gen9: RMS Configure ILO

J.2.1 RMS: Configure iLO

Prerequisites and Requirements:

Server powered on

Procedure 30. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers (RMS)

1.
i

Access system
utilities

1. Reboot the server.

2. Press F9 for System Utilities when prompted with the option.

4 Thed: § i.1
LD 4 IFsb FEIE

ED 5ot minities

(Fa)

Hewlett Packard
Enterprise

ionivg  [F11] Boot s [FIZ] Woturrk Bt s
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Procedure 30. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers (RMS)

2. | System 1. Press Enter to select the System Configuration menu.
[] | Utilities:
Access iLO 4
configuration ) )
utility » System Configuration
One-Time Boot Menu
Embedded Applications
System Informationm
System Health
Exit and resume system boot
Reboot the Systen
Select Language [Englishl
2. Press Enter to select the iLO 4 Configuration Utility menu.
BI0S/Platform Configuration (RBSU)
» il0 4 Configuration Utility
Enbedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enbedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i Adapter - NIC
Enmbedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter
Enmbedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter
3. | Access user Press Enter to select the User Management menu.
[] | management
iLD 4 Configuration Utility
Network Options
Advanced Metwork Options
» User Management
Setting Options
Set to factory defaults
Reset iL0
About
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Procedure 30. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers (RMS)

4. | Access the Add | Press Enter to select the Add User menu.

System Configuration

[] | User menu

iL0 4 Configuration Utility
User Management

» Add User
Edit/Remove User

Add admusr Enter the New User Name, Login Name, and Password for tekelec:
New User Name: tekelec

Login Name: tekelec

Password: tekelecl

]9

iL0 4 Configuration Utility
User Management + Add User
Mew User iL0 4 Privileges:

Administer User Accounts
Remote Console Access
Uirtual Power and Reset
Uirtual Media

Configure Settings

New User Information:
New User Mame

Login Name
Password

Access 1. Press Esc to go back to the iLO 4 Configuration Utility menu.
Network
options

e

2. Press Enter to select Network Options.

iL0 4 Configuration Hility

b Network Optioms

Advanced Metwork Options
User Management

Setting Options

Set to factory defaults
Reset il

Ahout
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Procedure 30. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers (RMS)

7. | Verify the Verify the DHCP Enable is set to OFF.

[] | DHCP enable
setting il0 4 Configuration Utility

Network Options

HAC Address [94:57:A5:69:4F : 301
Netuwork Interface Adapter [ON]
Transceiver Speed Autoselect [ON]

» DHCP Enable [DFF]
DNS Name [ILOUSESS11PHU]

IP Address [192.168.100.2001
Subnet Mask [255.255.255.0]
Gateway IP Address [192.168.100.11

If it is not set to OFF:
Press Enter and arrow down to select OFF.
Press Enter.

8. | Setthe IP Use the arrow keys to move up/down to set the IP Address, Subnet Mask and
[] | address, Gateway IP Address for the server.
subnet mask, IP Address should be set based on the information in the NAPD.

and gateway IP

address Subnet Mask: 255.255.255.0

Gateway IP Address: 192.168.100.1

il0 4 Configuration Utility
Network Options

MAC Address [94:57:A5:69:4F : 301
Netuork Interface Adapter [ON]
Transceiver Speed Autoselect [ON]

DHCP Enable [OFF1
DNS Name [TLOUSESS11PHUI

» IP Address [192.168.100.2001
Subnet Mask [255.255.255.0]
Gateway IP Address [192.168.100.11
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Procedure 30. Gen9: Configure Integrated Lights Out (iLO) for Rack Mount Servers (RMS)
9. | Exitthe iLO 1. Press F10 to save changes.
[ Co_r_1f|gurat|on 2. Press Y to confirm.
Utility
il0 4 Configuration Utility
Network Options
» HAC Address [94:57:A5:69:3F :DE]
Network Interface Adapter [ON]
Transceiver Speed Autoselect [ON]
DHCP Enable [OFF]
DNS Mame [TLOUSESS511PHK1
IP Address
Subnet Mask Changes are pending. Do you want to save changes and
Gateway IP Address exit?
Press ‘Y’ to save and exit, ‘N’ to discard and exit,
"ESC’ to cancel.
3. Reboot the server.
ilD 4 Configuration Utility
User Manmagement + Add User
New User il0 4 Privileges:
Adninister User Accounts
Remote Console Access
Uirtual Power and Reset
Virtual Media
Configure Settings
LETR Ve B S Tl [ iL0 configuration has changed and iL0 needs to be
reset. The configuration utility will not be
New User Mame available until next system reboot.
Login Mame Enter to Continue / Esc to Cancel.
» Password
10. | Repeat Repeat this procedure for other servers.
U
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J.2.2 Gen9: RMS BIOS Configuration, Verify Processor and Memory

These procedures configure the BIOS on the rack mount server and verify the processor and memory
configuration.

J.2.2.1 Gen9: Enter the ROM-Based Setup Utility (RBSU)

Prerequisites and Requirements:

Server powered on

KVM connectivity to the server to get console

Procedure 31. Verify/Configure BIOS Settings and Verify Configured Memory

1.
[

Access system
utilities

1.
2.

Reboot the server.

Press F9 for System Utilities when prompted with the option.

Hewlett Packard
Enterprise

LD 8 TP 1874
IL0 4 IPb FE

E) soten vtiiities [FI0) Duteiiogent Provistoning  [FIV) Boot Mess [FI2] Metuock Beot

——
B
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J.2.2.2 Gen9: Verify/Configure Serial Port Options

This procedure verifies/configures the serial port options for the embedded and virtual serial ports.

Prerequisites and Requirements:

Server rebooted and in RBSU mode

Procedure 32. Verify/Configure Serial Port Options

1.
[

System
Utilities:
Access RBSU

1. Press Enter to select the System Configuration menu.

» System Configuration
One-Time Boot Menu
Embedded Applications
Susten Informatiom

Suystem Health

Exit and resume system boot
Reboot the System

Select Language
2. Select BIOS/Platform Configuration (RBSU).

» BIOS/Platform Configuration (RBSU)

ilL0 4 Configuration WHility
Embedded RAID : Smart Array P440ar Controller
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i

Embedded LOM 1 Port 2 : HP Ethernet 1Gb 4-port 331i
Embedded LOM 1 Port 3 : HP Ethernet 1Gb 4-port 331i
Embedded LOM 1 Port 4 : HP Ethernet 1Gb 4-port 331i
Embedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 2 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 3 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC
Embedded FlexibleLOM 1 Port 4 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC

Adapter - NIC
Adapter - NIC
Adapter - NIC
Adapter - NIC

[English]
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Procedure 32. Verify/Configure Serial Port Options

2.
[

RBSU: Serial
port options

1. Select System Options.

BIOS/Platform Configuration (RBSLD

» System Options
Boot Options
Network Options
Storage Options
Embedded UEFI Shell
Pouwer Management
Performance Options
Server Security
PCI Device Enable/sDisable
Server Availability
BIOS Serial Console and EM3
Server Asset Information
Advanced Options

Date and Time
Systen Default Optioms

2. Select Serial Port Options.

BIOS/Platform Configuration (RB3LD
System Options

b Serial Port Optioms
USB Options

Processor Options
SATA Controller Options
Virtualization Options
Boot Time Optimizations
Menory Operations
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Procedure 32. Verify/Configure Serial Port Options

3. | RBSU: Verify Select Embedded Serial Port and verify it is set for COM 2.
[ ]| the embedded
serial port BIOS/Platform Configuration (RBSL)
settings System Options + Serial Port Options
» Embedded Serial Port [COM 2; IRQ3: I/0: 2F8h-2FFh]
Uirtual Serial Port [COM 1:; IRQ4; I/0: 3FBh-3FFh]
COM 1: TRQ4: I/0: 3FBh-3FFh
Disabled
If it is not set to COM 2:
Press Enter and select COM 2.
Press Enter.
4. | RBSU: Verify Select Virtual Serial Port and verify it is set for COM 1.
]| the virtual A X
seral por BIOS/Platform Configuration (RBSU)
settings

BIOS/Platform Configuration (RBSU)
System Options + Serial Port Options

Embedded Serial Port [COM 2; IRQ3: I/0: 2FBh-2FFh]
» Virtual Serial Port [COM 1; IRQ4: I/0: 3F8h-3FFh]

0M 1: IRQ4: I/0: 3F8h-3FFh

COM 2; IRQ3; I/0: 2F8h-2FFh
Disabled

If it is not set to COM 1:
Press Enter and select COM 1.
Press Enter.
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This procedure configures power management options. The server HP power profile is verified/set to

maximum performance.
Prerequisites and Requirements:

e Server rebooted and in RBSU

Procedure 33. Gen9: Verify/Set Power Management

1. | RBSU: 1. Select Power Management.
[]| Verify/set the 2. Press Enter.

HP power

profile

System Options

Boot Options

Network Options

Storage Options

Embedded UEFI Shell

Pouwer Management
Performance Options
Server Security

PCI Device Enable/Disable
Server Availability

Server Asset Information
Advanced Options

Date and Time
System Default Options

BIOS/Platform Configuration (RBSLD

BIOS Serial Console and EMS

Press Enter.

2. | RBSU: Verify Select Power Profile and Maximum Performance.
[]| power
management BIOS/Platform Configuration (RBSWD
options
Power Management
» Pouer Profile [Maxinum Performancel
Power Regulator [Static High Performance Model
Mininum Processor Idle Power Core C-State [No C-states]
Mininum Processor Idle Power Package C-State [Mo Package Statel
Advanced Power Options
3. | Select power Verify it is set to Maximum Performance.
[]| profile If not set to Maximum Performance:

Press Enter and select Maximum Performance.
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Prerequisites and Requirements:

e Server rebooted and in RBSU

Procedure 34. Gen9: Verify/Set Standard Boot Order (IPL)

1. | RBSU: Verify | 1. Select Boot Options.
[]]| or setthe
legacy boot
order

2. Press Enter.

BIDS/Platform Configuration (RBSLD

System Options

» Boot Options
Network Options
Storage Options
Enbedded UEFI Shell
Pouwer Management
Performance Options
Server Security
PCI Device Enable/Disable
Server Availability
BIOS Serial Console and EMS
Server Asset Information
Advanced Optioms

Date and Time
System Default Options

3. Select Legacy BIOS Boot Order.

4. Press Enter.
BI0OS/Platform Configuration (RBSU)
Boot Options

UEFI Optinized Boot [Disabled]

UEFI Boot Order
Advanced UEFI Boot Haintenance
» Legacy BIOS Boot Order

Boot Mode [Legacy BIOS Model

Boot Order Policy [Retry Boot Order Indefinitelyl
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Procedure 34. Gen9: Verify/Set Standard Boot Order (IPL)

2. | RBSU: Verify Under the Standard boot order (IPL) heading, verify USB DriveKey is in the first
[ ]| USB DriveKey | position and Embedded LOM is in the fourth position. Press + or - to maneuver
to the correct position.

Legacy BIOS Boot Order:

USB DriveKey

CD ROM/DVD

Hard Drive C

Embedded LOM 1 Port 1
Embedded FlexibleLOM 1 Port 1
BIOS/Platform Configuration (RBSW)

Boot Options + Legacy BIOS Doot Order

Press the "+° key to move an entry higher in the boot list and the *-" keuy to move an entry lower
in the boot list. Use the arrow keys to wavigate through the Boot Order list.

Standard Boot Order (IPL)

USB DriveKey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded FlexibleLOM 1 Port 1 : HP Ethernet 16b 4-port 331FLR Adapter - NIC
Embedded LOM 1 Port 1 : HP Ethernet 1Gb 4-port 331i Adapter - NIC

Boot Controller Order
Embedded RALID : Smart Array P440ar Controller

BIDS/Platform Configuration (RB3L)

Boot Options + Legacy BIOS Boot Order

Press the "+’ key to move an entry higher in the boot list and the "-’ key to move an entry lower
in the boot list. Use the arrow keys to navigate through the Boot Order list.

Standard Boot Order (IPL)

USB Drivekey

CD ROM/DUD

Hard Drive C: (see Boot Controller Order)

Embedded LOM 1 Port 1 : HP Ethernet 1G6b 4-port 331i Adapter - NIC

Enmbedded FlexibleLOM 1 Port 1 : HP Ethernet 1Gb 4-port 331FLR Adapter - NIC

Doot Controller Order
Embedded RAID : Smart Array P440ar Controller
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Prerequisites and Requirements:

e Server rebooted and in RBSU

Procedure 35. Gen9: Verify/Set System Date and Time

1. | RBSU: Setthe | 1. Select Date and Time.

[ ]| system date
and time

2. Press Enter.

BIOS/Platform Configuration (RBSID

System Options

Boot Options

Network Options

Storage Options

Embedded UEFI Shell

Pouwer Management
Performance Options
Server Jecurity

PCI Device Enable/Disable
sServer Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

» Date and Tine

System Default Options

am

RBSU: Set the
current date
and time

1. Setth Date and Time (UTC).
Use UTC for the time settings.

2. Press Enter to confirm the settings.

BIOS/Platform Configuration (RBSU)
Date and Time
» Date (mm-dd-uyyyy)

Time (hh:mn:ss)
Tine Zone

Daylight Savings Time

Time Format

[01/29/2016]
[14:37:271

[UTC-00:00, Greenwich Mean Time, Dublin,

London]
[Disabled]

[Coordinated Universal Time (UTC)]
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This procedure configures server availability, which determines how the server behaves following a power
loss and recovery. The server is set to restore last power state following a power outage and recovery,

and set to power on with no delay.
Prerequisites and Requirements:

e Server rebooted and in RBSU

Procedure 36. Gen9: Verify/Set Server Availability

1. | RBSU: Verify | 1. Select Server Availability.
[]]| server
availability
options

2. Press Enter.

Systen Options

Boot Options

Network Options

Storage Options

Embedded UEFI Shell

Power Management
Performance Options
Server Security

PCI Device Enable/Disable
sServer Availability

BIOS Serial Console and EMS
server Asset Information
Advanced Options

Date and Tine
System Default Options

BIOS/Platform Configuration (RBSID

RBSU: Verify | Verify the ASR Status is set to Enabled.
ASR status

am

RINGE/Platform Confliguration (RESD
o fsal labi ity

IEnal led)

F1 Prompt

Button Aode
P tomsal ic Powers-On
Pomarr—Lhn Da= Ly

If not set to Enabled:
Press Enter and select Enabled.
Press Enter.

gl Pomaer Statel
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Procedure 36. Gen9: Verify/Set Server Availability

3. | RBSU: Verify
[ ]| automatic
power-on

Verify Automatic Power-On is set to Restore Last Power State.

BIOS/PlatlNors Conliguration (RIS

Berver fvailability

itatus IEmab led]

118 Himtes]

IEmah lesd]

e lagpsd A0 specond=s]

LEmab lesd]

IRestore Last Poser Statel
INoy e gl

If not set to Restore Last Power State:
Press Enter and select Restore Last Power State.
Press Enter.

RBSU: Verify
power-on delay

O®

Verify Power-On Delay is set to No Delay.

BIDSAPlatliorm Conl iguration (RESU)
Server Neallabi ity

SR Statun [Enahled]

ASK T imeout (18 Mimtes]

Wake-lln LM IEv

MIST F1 Prospt

Poweer Hulbton Mosde

futomat ic Powers-On
* Power-On De lay

1 wecomda]

= Laot Power Statel
DM D Danigl

If not set to No Delay:
Press Enter and select No Delay.
Press Enter.

RBSU: Verify
post F1 prompt

g9

Verify POST F1 Prompt is set to Delayed 20 seconds.

BLOSAP latlore Conl igurat ion (RHESUY

Server Meailability

Hake-[In LA

MIST F1 Prompt

) =a=comd=l
Pouer HButton Moaes
ftomat ic Powesr-{ln
Power—h Dax laxg

Lant Posser Statel

If not set to Delayed 20 seconds:
Press Enter and select Delayed 20 seconds.
Press Enter.
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This procedure configures advanced options. The fan and thermal options are verified/set to optimal

cooling.
Prerequisites and Requirements:

e Server rebooted and in RBSU

Procedure 37. Gen9: Verify/Advanced Options

1. | RBSU: Verify | 1. Select Advanced Options.
[ ]| advance

. 2. Press Enter.
options

System Options

Boot Options

Network Options

Storage Options

Embedded UEFI Shell

Power Management
Performance Options
Server Jecurity

PCI Device Enable/Disable
Server Availability

BIOS Serial Console and EMS
Server Asset Information
Advanced Options

Date and Time
System Default Options

BIOS/Platform Configuration (RBSID

2. | RBSU: Verify 1. Select Fan and Thermal Options.

U Thermal 1 5 Verify Thermal Configuration is set to Optimal Cooling.
Configuration is
set for Optimal BI0S/Platform Configuration (RBSU)
Cooling

Advanced Options + Fan and Thermal Options

¥ Thermal Configuration [Optimal Coolingl
Thernal Shutdown [Enabled]

Fan Installation Requirements [Enable Messagingl
Fan Failure Policy [Shutdown/Halt on Critical Fan Failures]
Extended fmbient Temperature Support [Misahled]

If not set to Optimal Cooling:
Press Enter and select Optimal Cooling.
Press Enter.
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Prerequisites and Requirements:

Tasks within the RBSU have been completed.

Procedure 38. Gen9: Save and Exit RBSU

1. | Save and exit 1. Press F10 to save changes
[]| RBSU

2. Enter Y to confirm changes

BIOS/Platform Configuration (RBSU)

P latTors Coed iguratben CRESID

Pt and Time
Sprtes Befanlt Opt o

(44 ] Chumge Selection  [Enter] Sel o [BC) et [F1] ety [F7) mesuntes [F0) mare
3. Press Esc.

4. Press F10 to confirm exit utility.

BIOS/Platform Configuration (RBSU)

Lite 4
Symdim Delanli Opliom

.ﬂ Claige Saleclion EE' Sebect Ening IE Fack .ﬂ Help _. F||'| Dz Faml b5 I-Fj T
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Procedure 38. Gen9: Save and Exit RBSU

2. | RBSU: Exit 1. Press Esc.
[ ]| RBSU and
system utilities

2. Press Enter to confirm.

System Utilities

S et Languags

[+4] crame sebection Eatey [ESC) et [F1 ] wety [ F7) moraaits

Appendix K. Install OS IPM on Servers

This procedure installs the OS IPM.
Procedure 39. Install OS IPM on Servers

1. | Enter TPD Figure 26 shows a sample output screen indicating the initial boot from the
[1| command install media was successful. The information in this screen output is
representative of TPD 7.0.0.0.0.

788 8.8 085 .11.08
«h 64

Figure 26. Boot from Media Screen, TPD 7.0.0.0.0

Based on the deployment type, either TPD or TVOE can be installed.
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Procedure 39. Install OS IPM on Servers

The command to start the installation is dependent upon several factors,
including the type of system, knowledge of whether an application has
previously been installed or a prior IPM install failed, and what application will be
installed.

Text case is important and the command must be typed exactly.

IPM the server by entering the TPD command at the boot prompt. An example
command to enter is:

TPDnoraid console=tty0 diskconfig=HWRAID, force

The Linux kernel loads as shown in Figure 27.

Figure 27. Kernel Loading Output

After a few seconds, additional messages begin scrolling on the screen as the
Linux kernel boots, and then the drive formatting and file system creation steps
begin:

] Formatting F

Formatting -~ file system. ..

23

Figure 28. File System Creation Screen

Once the drive formatting and file system creation steps are complete, a screen
similar to Figure 29 displays indicating the package installation step is about to
begin.
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Procedure 39. Install OS IPM on Servers

Figure 29. Package Installation Screen

Once Figure 29 displays, it may take several minutes before anything changes.
After a few minutes, a screen similar to Figure 30 displays showing the status of
the package installation step. For each package, there is a status bar at the top
indicating how much of the package has been installed, with a cumulative status
bar at the bottom indicating how many packages remain. In the middle, the text
statistics indicate the total number of packages, the number of packages
installed, the number remaining, and current and projected time estimates.

Figure 30. Installation Statistics Screen
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Procedure 39. Install OS IPM on Servers

2. | Reboot the Once all the packages have been successfully installed, a screen similar to

[]]| system Figure 31 displays, letting you know the installation process is complete.
Remove the installation media (DVD or USB key) and press Enter to reboot the
system.

The system may reboot several times during the IPM process. No user input is
required if this occurs.

| Complete |

Comgratulations, your Uracle Linux Server installation is complete.
Please reboot to use the installed system. MNete that updates may

be avalilable to ensure the proper functiowing of your system and
installation of these updates is recommended after the reboot,

Figure 31. Installation Complete Screen

After a few minutes, the server boot sequence starts and displays the new IPM
load booting.

Figure 32. Boot Loader Output

A successful IPM platform installation process results in a user login prompt.

Appendix L. My Oracle Support (MOS)

MOS (https://support.oracle.com) is your initial point of contact for all product support and training needs.
A representative at Customer Access Support (CAS) can assist you with MOS registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support hotline for
your local country from the list at http://www.oracle.com/us/support/contact/index.html.

When calling, make the selections in the sequence shown below on the Support telephone menu:
3. Select 2 for New Service Request.
4. Select 3 for Hardware, Networking and Solaris Operating System Support.
5. Select one of the following options:
e For Technical issues such as creating a new Service Request (SR), select 1.

e For Non-technical issues such as registration or assistance with MOS, select 2.
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You will be connected to a live agent who can assist you with MOS registration and opening a support
ticket.

MOS is available 24 hours a day, 7 days a week, and 365 days a year
Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer Access
Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or by calling the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/index.html. The
emergency response provides immediate coverage, automatic escalation, and other features to ensure
that critical situation is resolved as rapidly as possible. A critical situation is defined as a problem with the
installed equipment that severely affects service, traffic, or maintenance capabilities, and requires
immediate corrective action.

Critical Situations affect service and/or system operation resulting in one or several of these situations:
e A total system failure that results in loss of all transaction processing capability.

¢ Significant reduction in system capacity or traffic handling capability

e Loss of the system’s ability to perform automatic system reconfiguration

¢ Inability to restart a processor or the system.

e Corruption of system databases that requires service affecting corrective actions

e Loss of access for maintenance or recovery operations.

e Loss of system ability to provide any required critical or major trouble notification

Other problems severely affecting service, capacity/ traffic, billing, and maintenance capabilities may also
be defined as critical by prior discussion and agreement with Oracle.

Locate Product Documentation on the Oracle Help Center

Oracle Communications customer documentation is available on the web at the Oracle Help Center
(OHC) site, http://docs.oracle.com. You do not have to register to access these documents. Viewing
these files requires Adobe Acrobat Reader, which can be downloaded at http://www.adobe.com.

1. Access the Oracle Help Center site at http://docs.oracle.com.

2. Click Industries.

3. Under the Oracle Communications subheading, click the Oracle Communications documentation
link. The Communications Documentation page displays. Most products covered by these
documentation sets display under the headings Network Session Delivery and Control Infrastructure
or Platforms.

4. Click on your Product and then the Release Number. A list of the entire documentation set for the
selected product and release displays.

5. To download a file to your location, right-click the PDF link, select Save target as (or similar
command based on your browser), and save to a local folder.
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